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ABSTRACT
In this work, we enrich landscape and genre paintings by spatializ-
ing sounds for the drawn objects and scenes, which expands visitors’
perception of the paintings and immerses them in the depicted sce-
narios. Plus, we personalize such spatial audio perception based
on visitors’ viewing behavior by applying gaze tracking. Through
a preliminary user study with 14 participants, we observed that
the gaze tracking-based audio augmentation helped people better
focus on the areas of interest in the paintings, and enhanced their
overall viewing experience.

CCS CONCEPTS
•Human-centered computing→Mixed / augmented reality;
Auditory feedback.
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1 INTRODUCTION
Museums and galleries have been motivating researchers to inte-
grate and stimulatemultiple human senses, in order to explore novel
ways of presenting artworks and to improve visitors’ perception
and interaction with them [29]. Among these investigations, the
auditory sense plays an important role. A typical application is the
audio guide that is often used to navigate visitors or give introduc-
tions about the exhibits [8, 11]. In recent years, some researchers
have enriched these auditory information with spatial sound ef-
fects [28] that help to enhance visitors’ sense of engagement and
spatial awareness.

However, such audio guide only provides "meta data" instead of
augmenting the artworks themselves. To this end, some researchers
have integrated multiple human senses into the expression of the
artwork and thus enhanced visitors’ perception. For example, in
the Tate Sensorium exhibition [29], paintings were presented to-
gether with music, smell, and haptic feelings that were specifically
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Figure 1: To experience the gaze tracking-based audio aug-
mentation, a user wears a wearable eye tracker, a pair of un-
modified headphones, and a laptop in a backpack, as shown
in (a). With this setup, users can hear sounds coming from
the painting while viewing it. The sound volume will be ad-
justed according to the user’s gaze. The blue audio icons an-
notate the virtual sounds that are spatialized with authentic
distances and directions relative to the user.

designed to match the artist’s intention, which helped visitors per-
ceive the paintings from multiple channels and improved visitors’
interaction with the paintings. However, one particular challenge is
the lack of personalization that can adapt the enhanced perceptions
to the visitor’s movements and viewing behaviors.

To facilitate immersive, interactive, and personalized museum
experiences, in this work, we enrich landscape and genre paint-
ings by virtually spatializing corresponding sounds for the objects
and scenes drawn in the paintings (e.g. cattle mooing, as shown
in Figure 1(b)). Plus, we customize visitors’ audio perception by
tracking their gaze during the viewing process. Specifically, when
the visitor focuses on an object or a particular area in a painting,
the corresponding sound will be amplified while the other sounds
will be attenuated. We implement a prototype using wearable eye
tracker for gaze tracking, a pair of normal headphones for audio
perception, and a laptop in backpack for gaze calculation, viewing
pose estimation, and virtual sound spatialization.

In a user study with 14 participants, people generally reported
that the gaze-based audio augmentation helped them better focus
on the areas of interest, and the whole pipeline enhanced their
experience with the paintings. They could also imagine several
other applications with such a gaze-audio augmentation setup, such
as effortlessly selecting the sound of interest in an environment
with multiple sound sources, seamlessly interacting with smart
objects via visual contact, etc.

Our main contributions are:
(1) A user study that explores gaze tracking-based audio aug-

mentation in a museum scenario;
(2) An evaluation of how such gaze-audio augmentation can

enhance museum visitors’ experience.
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2 RELATEDWORK
The use of visual and auditory senses have been explored in the
field of augmented reality (AR) and human-computer interaction
(HCI) for a few decades. Researchers have been using the auditory
channel, especially with the help of spatialized audio, to redirect a
user’s attention, to help visually impaired people, and to understand
surroundings. Typical applications include navigation [1, 5, 14, 23],
notification [3, 12, 13, 24, 27], and audio content creation [21]. By
tracking a user’s gaze, researchers can understand the user’s atten-
tion and even intention [2], and then interpret the user’s behavior
or activate interactions with the environment. Typical application
examples include home appliances control [25], clinical practice [4],
activity recognition [6, 7], gaze-controlled typing [16], interaction
with displays [17], etc.

Researchers have also integrated the auditory sense with the
visual sense in several scenarios. For example, some projects help a
user understand an urban environment by giving auditory guides
to direct the user’s attention from current focus [15, 18]; the volume
of a character on the screen can be changed based on a user’s gaze
in a virtual reality scenario [30]; some researchers enhance users’
emotional experience with music by providing visual information
presentation along with auditory signal [20, 22]; and the combina-
tion of these two senses can help to facilitate better human-robot
interactions [19, 26].

In museum and art gallery scenarios, the auditory perception has
been typically used for navigation and exhibit introductions [8, 11].
Some researchers enriched such auditory information with 3D
effects to further improve a user’s spatial perception of the envi-
ronment [10, 28, 31]. The combination of auditory sense and visual
sense has also been applied in some museum applications. The LIS-
TEN project [32] personalized a user’s audio guide based on their
movement in the space and the direction of their gaze. The ARt-
SENSE system [9] could analyse a visitor’s preference profile and
then recommend artworks based on the visitor’s viewing histories.

In our work, we intend to synthesize and spatialize content-
related sounds to enrich the presentation of landscape and genre
paintings. We also adjust the visitor’s audio perception based on
their gaze on the paintings, thus to more actively involve a visitor
into the perception and experience with paintings.

3 GAZE TRACKING-BASED AUDIO
AUGMENTATION

3.1 Environment Setup and Simulation
In a room of size 6m × 6.5m × 3.4m, we distributed four landscape
and genre paintings of which the sizes were around 1m2. As illus-
trated in Figure 2, on each painting we used light-yellow tape to
frame an object of interest. At the bottom left of the frame and at the
corners of each painting we attached ArUco markers. These frames
and markers were used for the convenience of the user study and
gaze tracking. In the following sections we will give more details.

Figure 2 also shows the virtual sounds attached to the paint-
ings. These audio clips were gathered online from YouTube and
Freesound, and spatialized from appropriate locations and distances.

We carefully selected these sounds according to the painting con-
tents in order to create authentic soundscape as it might exist in
real life.

To model the sound source locations, we made a digital copy
of this room in the game engine Unity3D, with the sound sources
registered at correct locations in each painting. During the study,
participants wore a wearable eye tracker, a pair of unmodified
headphones, and a laptop in a backpack, like shown in Figure 1(a).
They were asked to view each painting standing at a line that was
marked approximately 1.3m in front of the painting. This distance
was decided as a trade-off between smooth gaze tracking and a
pleasant painting viewing experience.

3.2 Gaze Tracking and Pose Estimation
We need to estimate users’ viewing pose and track their gaze on the
paintings for spatializing the virtual soundscape and adjusting the
audio perception. To this end, we used a Pupil Labs eye tracker1.
This eye tracker was equipped with a scene camera that captured
the user’s field of view (FoV) and one infrared spectrum eye camera
that detected the user’s pupil. In our setup, the eye camera was
mounted for the right eye.

The eye tracker was connected to a laptop running Windows 10
OS for real-time gaze and pose calculation. To calibrate and calculate
the viewer’s gaze in his/her FoV, we used the plugin hmd-eyes2 that
allows the implementation of Pupil Labs programs in Unity3D. We
also used the framework OpenCV for Unity3 to detect the poses of
the ArUco markers that were attached on the paintings. Given the
gaze positions and the marker’s poses in the user’s FoV, we then
estimated the user’s viewing pose with respect to the painting, and
determined whether the user was focusing on the object of interest
that was framed in the painting. Accordingly, we could then render
and adjust the audio augmentation that corresponded to the user’s
viewing behavior.

3.3 Spatial Audio Augmentation
Given the user’s gaze and pose data in the Unity3D scene, we
utilized the Google Resonance Audio SDK to simulate the sound
propagation and the spatialized sounds were played to the user via
off-the-shelf headphones.

In order to render a natural gaze-based audio adjustment as well
as to compensate accidental gaze movements into and out of an
area, we set a 1 s activation/deactivation time and a threshold of
80%, i.e., we would regard that the user was viewing the object
of interest if 80% of his/her gaze was located in the frame; and it
would take 1 s to gradually amplify the corresponding sound while
attenuating the other sounds to pre-defined levels. The sound levels
would be kept until the user shifted their visual focus. When the
user was viewing the other parts of a painting, all virtual sounds
would be played at a balanced level without emphasizing any object
or scene.

Note that the implementation described in the whole section was
specific to our user study. In different real-world applications, the

1https://pupil-labs.com/products/core/
2https://github.com/pupil-labs/hmd-eyes
3https://assetstore.unity.com/packages/tools/integration/opencv-for-unity-21088
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Painting 1: Harvesting
by Henry H. Parker 

Painting 2: De Melkmeid
by Johannes Vermeer

Painting 3: Resting Cows
by Anton Mauve

Painting 4: Homeward Bound
by John Frederick Herring Jr
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Figure 2: The four paintings used in our application. Virtual sounds are illustrated with blue icons at corresponding positions.
We spatialized the sounds with proper depth (1-200m). The ArUco markers on the paintings were used for gaze tracking
and pose estimation. Inside the light-yellow squares were the designated objects of interest for the user study. On real paint-
ings the frames were marked using tapes. Painting 2 is 0.82m×0.92m and the others are 1.4m×0.85m. The images are from
http://www.paintinghere.com.

same operating principle can be applied for other gaze-based audio
augmentations.

4 EXPERIMENT & EVALUATION
We conducted a user study to explore whether the gaze tracking-
based audio augmentation could provide visitors with intuitive and
immersive perception of artworks.

4.1 Experiment procedure
We invited 14 participants (age ∈ [19, 29], average = 23.5, standard
deviation = 2.94, six female) to our experiment that consisted of
three parts: gaze calibration, painting viewing, and questionnaire.

Gaze calibration was first implemented to establish a mapping
frompupil to gaze coordinates.We used one gaze calibrationmethod
provided by Pupil Labs, in which nine points on an ellipse were
displayed one after another on a screen. Each point was visible for
around three seconds, during which the participant focused on the
point until it disappeared and the next one showed up. Participants
followed the points by only moving their eyes but keeping the head
still. To guarantee that the calibrated gaze tracking could work well
when viewing paintings, we used a TV screen of which the size
was similar to the painting size, and we asked participants to stand
1.3m in front of the screen. During gaze calibration, we recorded
the pupil detection confidences frame by frame for each point. The
confidence refers to a value in the range [0, 1] that indicates the
quality of the gaze detection (the higher, the better). Pupil Docs4
state 0.6 as the threshold for valid gaze detection.

After calibrating the gaze tracking, we asked participants to view
all four paintings. To experience the difference, participants viewed
each painting twice before moving to the next one, once with the
gaze tracking-based audio adjustment as described in Section 3.3
and once without such adjustment, i.e., the sounds would always
be played at balanced levels regardless of the user’s gaze. The order
of these two modes was counterbalanced among participants for
each painting. Participants were free to view the paintings in their
preferred way with only one restriction — they were asked to view
the framed object for a few seconds at least once. This way, the
4https://docs.pupil-labs.com/

Table 1: Themean,median, and standard deviation values of
pupil detection confidence for each gaze calibration point.

P1 P2 P3 P4 P5 P6 P7 P8 P9

mean 0.93 0.86 0.9 0.94 0.77 0.59 0.73 0.87 0.86
median 1 0.97 0.99 1 0.91 0.68 0.85 1 0.98
STD 0.16 0.22 0.2 0.17 0.31 0.34 0.31 0.25 0.23

sound levels would be properly adjusted for the participants to
experience the change.

After viewing all four paintings, participants answered the fol-
lowing questions on a 5-point Likert scale from "strongly disagree"
(1) to "strongly agree" (5): (Q1) My audio perception difference
between the two modes of viewing was clear. (Q2) I felt that the
gaze-based audio adjustment helped me better focus on the area
I was looking at. (Q3) I felt that the gaze-based audio adjustment
smoothly matched my visual focus shifts. (Q4) For me, the better
painting experience was WITHOUT gaze-based audio adjustment.
After finishing the questionnaire, we also talked to the participants
for their general feedback and suggestions.

4.2 Gaze Calibration Results
A good gaze tracking performance was the foundation of the whole
working pipeline. Table 1 summarizes the mean, median, and stan-
dard deviation values of pupil detection confidence for each calibra-
tion point over all participants. Our calibration result was satisfying
considering the threshold of 0.6 for valid gaze detection. The results
of points 5-7 were obviously worse than the others. This was prob-
ably because these three points were towards the left side of the
screen while our eye camera was mounted for the right eye. When
looking at these three points, the participant’s right eye moved
towards left, which made it difficult to properly capture the pupil.
This problem could influence participants’ experience but the im-
pact should not be very serious. One reason was that when viewing
the paintings, users would also move their heads when viewing
some objects at far angles, so it was less possible that the right pupil
would remain difficult to be detected.

https://docs.pupil-labs.com/
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Figure 3: Results of the questionnaire. For Q4, the median
value was 2, overlapping the lower limit of the box.

4.3 Experience with the Gaze Tracking-based
Audio Augmentation

Figure 3 shows participants’ questionnaire answers. As expected,
participants could easily distinguish two painting viewing modes
(Q1), which indicates that participants could reasonably compare
the experience difference between the unchanging audio augmen-
tation and the gaze-based audio adjustment. Regarding Q2, partici-
pants leaned towards the opinion that they could better focus on
the object of interest when the object sound was amplified over the
other sounds. However, some participants reported that they were
distracted by such a volume change because the change was a bit
too strong so it did not feel very natural to them.

While some participants experienced a smooth audio adjustment
that closely matched their visual focus shift, other participants felt
the opposite (Q3). One reason could be that the eye tracking system
sometimes lost its accuracy due to issues of, for example, viewing
angles. Another reason could be traced back to the 1 s activation
time asmentioned in Section 3.3. For a few participants this was a bit
too long, e.g. "I had to stare at the object until the sound was adjusted,
instead of happening immediately". These subjective differences
influenced individual’s experience.

Finally, regarding Q4, participants tended to agree that gaze-
based audio adjustment was better than the unchanging audio
augmentation. Some participants stated that the gaze-based audio
adjustment smoothly matched their viewing behavior, and "it felt
that the system knew what I wanted to see". However, several partic-
ipants preferred the unchanging audio perception due to various
reasons about their subjective feelings. For example, the activation
time was a bit long; the sound was amplified too much; and the
tracking did not work perfectly, etc. Despite these less pleasant
experiences, they all liked the idea to augment a painting with such
spatialized content-related sounds.

4.4 Discussion
The user study results show a positive tendency, but are not highly
satisfying. We argue that the reason does not lie in the idea of gaze-
based audio augmentation, but is more related to technical issues
and individual subjective differences. Technically, the wearable eye
tracking method implemented in our study was not sufficiently
stable. To improve gaze tracking, we can add an eye camera for the
left eye. Alternatively, one could also try outside-in eye tracking,
with cameras mounted on the paintings. Subjective differences
had big influence on people’s experiences. This also reflects the
general difficulty when stimulating human senses in museum and

art galleries to enhance the presentation of artworks. A larger-
scale user study can be conducted to collect more opinions from
visitors. Since our user study was performed on a relatively young
population, it would be reasonable to include people at different
ages in future studies. Furthermore, designers can make such a
system more flexible for the users to personalize their perception.

Participants also gave us suggestions to improve and extend our
system. For example, in addition to adjusting sounds based on gaze,
it could also be the other way round — sound change could guide
visual attention. This could make use of the spatial feature of spatial
sounds.

This gaze-audio augmentation pipeline inspired our participants
to imagine several applications outside museum and gallery scenar-
ios. One participant imagined an application of online dictionary —
one can hear the pronunciation and explanation of a word when
looking at it. Another interesting application scenario is storefront.
One can receive information about a product by simply looking
at it. Furthermore, participants could imagine selecting the sound
of interest in an environment with multiple sound sources, and
seamlessly interacting with smart objects via visual contacts and
the auditory channel.

5 CONCLUSION & FUTUREWORK
In this work, we implemented a gaze tracking-based audio aug-
mentation pipeline to enhance visitors’ perception of paintings in
museums and art galleries. A user study indicated that such a gaze-
audio augmentation could emphasize the object of interest that
was being viewed by the visitor, which seamlessly and intuitively
enhanced their focus on a painting.

Although the implementation in this user study was not per-
fect, it demonstrated the potential of this gaze-audio pipeline in
enhancing visitors’ museum experiences. Further studies with more
participants can be conducted to investigate better paradigms of
enriching the presentation of artworks. We also recommend more
flexible system design to better personalize visitors’ preference and
perception.

In addition to museum scenarios, it is also interesting to explore
the application of such a gaze-audio pipeline in other everyday
applications as discussed in Section 4.4. We believe that the com-
bination of the visual and auditory senses — the most important
perceptions for most human beings — can enhance more intuitive
human-object interactions, and eventually pushes forward the vi-
sion of ubiquitous AR and HCI.
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