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Abstract
Collaborative Mixed Reality (MR) technologies enable remote people to work together by sharing communication cues
intrinsic to face-to-face conversations, such as eye gaze and hand gestures. While the role of visual cues has been investigated
in many collaborative MR systems, the use of spatial auditory cues remains underexplored. In this paper, we present an MR
remote collaboration system that shares both spatial auditory and visual cues between collaborators to help them complete
a search task. Through two user studies in a large office, we found that compared to non-spatialized audio, the spatialized
remote expert’s voice and auditory beacons enabled local workers to find small occluded objects with significantly stronger
spatial perception. We also found that while the spatial auditory cues could indicate the spatial layout and a general direction
to search for the target object, visual head frustum and hand gestures intuitively demonstrated the remote expert’s movements
and the position of the target. Integrating visual cues (especially the head frustum) with the spatial auditory cues significantly
improved the local worker’s task performance, social presence, and spatial perception of the environment.

Keywords Mixed reality · Augmented reality · Virtual reality · Remote collaboration · Spatial audio · Hand gesture

1 Introduction

This paper explores the impact of using spatial auditory and
visual cues in a Mixed Reality (MR) interface for remote
collaboration. Remote collaboration enables spatially distant
people to work together, which can increase collaborators’
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productivity and is a cost-effective alternative to business
travel and expert visits. However, most people still prefer
direct face-to-face communication over current audio-video
conferencing solutions, partly because the latter usually fail
to convey the implicit non-verbal cues that play an important
role in face-to-face collaborations.

The limitations of video conferencing can be addressed
by usingMR technologies,which seamlessly combine virtual
contents with the real environment.MR remote collaboration
systems with Head-Mounted Displays (HMDs) can transfer
various spatial cues used in face-to-face communications. For
example, besides talking like in a phone call [12], users can
also share their eye gaze and hand gestures with each other in
the form of visual augmentation on the display [22,40]. The
localworker’s environment can be live captured and streamed
to the remote side in 3D [41].By sharing such communication
cues, a worker in a local space can better execute tasks with
help from an expert in a remote location.

So far, most MR remote collaboration systems mainly
explore the use of visual channel to deliver cues and text
information [13,45]. Despite the fact that some non-spatial
audio (e.g. verbal communication) is also used, the spa-
tial auditory cues generally remain underexplored in MR
remote collaboration, although they have promising effects
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and potential benefits. Indeed, some researchers have pro-
posed to convey information using spatial auditory cues in
Augmented Reality (AR) or Human-Computer Interaction
(HCI) projects [9,20,35,43,49]. In our daily life, we also
experience our surroundings via natural auditory perception,
with which we can gauge the positions of objects even if they
are outside our field of view (FoV). Auditory cues can also
be especially useful if the visual sense is occupied or unsafe
to use (e.g. while driving) [46], or if showing a large amount
of visual information causes a heavy cognitive load [46,48].
Technically, it is already possible to integrate the illusion of
natural auditory perception into commercially available AR
and Virtual Reality (VR) devices.

In this paper, we present a MR remote collaboration sys-
tem that features both spatial auditory and visual cues, and
we conducted two user studies. Study 1 focuses on the explo-
ration of various auditory cues. Study 2 intends to extend
our understanding of hybrid models that include both spatial
auditory and visual cues. For both studies, we implemented
an object search task which is usually included inMR remote
collaboration experiments [3,41], and is common in real-
world practice (e.g. an expert guides a trainee to find tools
for industrial maintenance in a dynamic and cluttered envi-
ronment). With our MR system, a local worker wearing an
AR display is guided to target locations in the real world by
a remote expert in a VR interface. The remote expert is able
to virtually move around and place virtual auditory beacons
in the local worker’s physical environment.

As illustrated in Fig. 1, the remote expert’s voice and the
auditory beacons are spatialized in the local space. When the
visual cues are enabled, virtual representations of the remote
expert’s head frustum and hand gesture are also visible to
the local worker through the AR headset. The local worker’s
egocentric view is live captured by the AR HMD and shared
for the remote expert to see the real environment. Our work
shows that a local worker can be navigated to small (2 cm3)
real Lego bricks in a large office (90m2) with strong spatial
perception by only using spatial auditory cues. In addition to
the spatial auditory cues, integrating visual cues, especially
the remote expert’s head frustum, can further enhance local
workers’ task performance as well as their social presence
and spatial awareness.

Compared to prior work, the main contributions of this
paper include:

1. A MR remote collaboration system that spatializes the
remote user’s voice and auditory beacons, as well as two
studies using the system in a large office sizedworkspace.

2. One of the first user studies that explores how spatial
auditory cues can help a MR remote collaboration task
and influence the local worker’s experience.

3. One of the first user studies that explores how hybrid
spatial auditory and visual cues can help a MR remote

Fig. 1 The overview of our MR remote collaboration system: the
remote expert uses VR teleportation to virtually move in a 3D virtual
replica of the local space. The expert also talks to the local worker and
provides spatialized auditory beacons that are perceived via the local
worker’s AR headset. When visual cues are enabled, the expert’s hand
and head representations will be visible to the local worker. The local
worker’s egocentric view is always live shared with the remote expert

collaboration task and influence the local worker’s expe-
rience.

4. An analysis of the verbal communication pattern between
the local and remote users in a MR remote collaboration
task under different conditions.

After a short review of related works, we present the tech-
nical details of our system, describe our two user studies and
findings, and discuss the results and design implications for
future MR remote collaboration systems.

2 Related work

Remote collaboration has becomemore andmore convenient
with the development of commercial multi-party video-
conference systems that are commonly used nowadays. The
demand for conveying more information and enhancing the
sense of presence has driven researchers to explore the shar-
ing of face-to-face non-verbal communication cues. This has
been possible thanks to infrastructure and AR/VR hardware
advancements, which evolved traditional remote collabo-
ration interfaces to spatial telepresence systems, such as
Holoportation [32].

2.1 Sharing scenes from local to remote

In MR remote collaboration, the local worker’s surround-
ings are usually shared as video feeds to the remote expert,
who can then see the captured real environment or even vir-
tually immerse him/herself in the scene in real time. Some
researchers have used head-mounted cameras [26] to capture
and share the local user’s first-person view, but the view angle
is often very restricted, and 2D video cannot deliver stereo-
scopic depth information. To overcome these limitations,
some researchers have explored 3D or 360◦ scene capturing
and sharing [1,28,29,41,42]. They found that remote users
could perceive a space better and move around in the scene
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independently of the local worker’s view with 3D or 360◦
video. However, 3D video sharing typically covers a small
local workspace, or the scene update rate is low due to a
significant increase in bandwidth requirements.

In our case, the remote expert needs to virtually move
around, talk, and enable auditory beacons at different loca-
tions in a captured 3D scene of a large local area. The expert
also needs to see the localworker’s view froma2Dvideo feed
for guiding the task. Therefore, similar to previous work that
combined a 3D static model with a 2D live video feed [16],
we import a pre-modeled 3D mesh of the real space in the
VR environment for the remote expert to move around using
VR teleportation. We also live stream 2D video feed(s) from
the local worker’s AR headset to the remote expert’s headset.

2.2 Auditory cues in remote collaboration

The basic auditory medium in remote collaboration is users’
speech. Some researchers have spatialized the remote users’
voice in the local user’s space based on the locations
where the remote users’ images were rendered [6,7,14]. This
improved the local user’s sense of engagement in a collabo-
rative experience. Researchers have also spatialized sounds
from objects in a shared scene [18] to enhance the local user’s
spatial perception in a telepresence system.

However, auditory cues can do more than merely enhanc-
ing an immersive experience. Research in audio AR/VR has
shown that spatialized auditory beacons can aid navigation
[8,30] or help localize a target in an environment [4,37,39,
50,51]. This inspired us to explore how spatialized auditory
cues could be used in MR remote collaboration to aid with
tasks such as searching for and manipulating objects [3,41].
Therefore, we developed a MR system that spatializes the
remote user’s voice as well as the auditory beacons that are
virtually attached to objects in various places.

2.3 Visual cues in remote collaboration

A large number of studies have shown that visual cues are
essential to improve users’ performance and enhance their
social experience in MR remote collaboration [15,29,33,41,
42]. For example, a virtual annotation is helpful in indicating
the user’s attention. Researchers have used devices, such as
VR controllers or amouse, to draw augmented annotations or
cursor pointers [13,17,25,45]. While this is easy and precise
to operate, some researchers have found that hand gestures
are good indicators of rotations and orientations [2], and can
be intuitively perceived by collaborators [40].Many research
projects used hand gestures to point at objects, demonstrate
operations, and give directions [5,23,38]. Another common
visual cue is eye gaze [19,27]. However, gazemay be difficult
to interpret as an explicit location cue as it may move around
due to subconscious and subtle eye movements [31]. Vir-

tual avatars are also widely used as a visual cue to represent
the partner’s location in each user’s own space, enhancing
the users’ social presence and improving their task perfor-
mance [24,33].

We found that most academic and commercial research
on MR remote collaboration has focused mainly on visual
cues. In contrast, our system can transmit both spatial audi-
tory and visual cues in remote communication. In addition
to exploring the effectiveness of the auditory cues, we also
investigated the reciprocity between these two cues and how
their combination can improve the local-remote collabora-
tion. We conducted studies in an unmodified office in regular
working hours rather than in a controlled environment since
we aimed tomimic potential real-life collaborative scenarios.

3 System overview

Our prototype system transmits both spatial auditory and
visual cues from a remote expert to a local worker to help
them collaborate on a real-world search task. The local
workerwears an optical see-throughARdisplay (MagicLeap
One) that has a set of depth-sensing units for mapping out
the worker’s real workspace. The remote expert wears a VR
headset (VIVE Pro Eye) with an externally mounted gesture
sensor (LeapMotion). In the following, we elaborate on three
major parts of the system and the implementation details.

3.1 Local-remote position coordination

In our studies, a local worker in AR collaborates with a
remote expert in VR. Given this setup, the local AR scene
and the remote VR scene need to be coordinated to share the
cues at the correct positions for each other. We first create
a 1:1 3D mesh of the physical space using the Magic Leap
One application Dotty Mesh.1 This 3D mesh includes the
local room, the remote room, and the area connecting these
two places. We import the mesh into the VR scene in which
the remote expert can move around using standard VR tele-
portation.We align the AR andVR scenes to the same shared
virtual coordinate system, in which the origin is located at
the center of an image marker that is placed in the remote
expert’s room. On the AR side, we use the image tracking
function of Magic Leap One to detect the image marker in
the physical world. On the VR side, the marker center in
the virtual mesh is situated exactly at its corresponding loca-
tion in the physical world. In this way, both the AR and VR
users’ movements can be projected with respect to the same
virtual origin and then placed at the correct positions in the
partner’s own space, without further position or pose trans-
formation. With this local-remote position calibration, both

1 https://dottyar.com/.
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users can feel co-located in the same space, similar to face-
to-face interactions.

3.2 Sharing of auditory cues

Auditory information can provide an overall perception of
the environment. In the study, we integrate three types of
auditory cues in our system:

1. Non-spatial voice: The local worker and the remote
expert can talk like in an audio callwith non-spatial voice.
This is enabled by connecting both AR and VR sides to
the same network for exchanging voice data using the
Dissonance Unity Voice Chat plugin.2

2. Spatialized voice: The localworker talkswith non-spatial
voice as above, but the remote expert’s voice is spatialized
to the local worker, i.e. the worker can hear the expert’s
voice from a location in the real world that corresponds
to the position in the modeled VR scene where the expert
has virtually placed him/herself by VR teleportation.

3. Spatialized auditory beacons: The remote expert can vir-
tually attach and play auditory beacons at target objects
by using the HTC Vive controller to interact with the
object representations in the VR scene. The auditory bea-
con is spatialized from the object to the local worker.
The beacon is a 2 s long but a looping, wide-band musi-
cal sound designed by the authors. Its peak corresponds
with the human ear’s elevated frequency response (2.5–5
KHz).

Audio spatialization is implemented using theMagic Leap
Soundfield Audio Plugin for Unity.3 To impart some realism
to the virtually spatialized auditory cues 2 and 3, we ren-
dered real-life sound properties such as the changes in the
frequency spectrum and sound level based on the user’s ori-
entation and distance from the sound source. We can also
spatialize the local worker’s voice to the remote side, but
we omit this in the current prototype because we focus on
investigating the local worker’s experience.

3.3 Sharing of visual cues

We integrate visual cues to explore their combination with
auditory cues in MR remote collaboration. Considering the
advantages and disadvantages discussed in Sect. 2, we share
two visual cues from the remote to the local side:

1. Head frustum: The head frustum represents the remote
expert’s head position, viewing direction, and FoV. As

2 https://placeholder-software.co.uk/dissonance/.
3 https://creator.magicleap.com/learn/guides/soundfield-user-guide-
for-unity.

a b

Fig. 2 The illustrations of head frustum (a) and hand gesture (b) shared
from the remote to the local side

shown in Fig. 2a, we use a red sphere for the head, a
black cuboid for the eyes, and a yellow frustum for the
viewing direction that extends out from the cuboid (eyes).
The head frustum affords large-scale spatial guidance. It
is always visible to the local worker, reflecting the remote
expert’s movements in the local environment.

2. Hand gesture: As shown in Fig. 2b, a virtual 3D mesh
of the remote expert’s hand gesture is captured by the
Leap Motion and overlaid onto the local worker’s view.
The hand gesture is for more precise target indication
in the search task. This can be especially useful if the
user cannot locate the target among several adjacent ones
following the head frustum and/or the auditory beacons.
The hand gesture is only visible when the remote expert
proactively uses hand(s) to indicate the target object in a
small area like a desk.

From the local to the remote side, we also visualize the
local worker’s head frustum in the VR headset to illustrate
the worker’s movements. The local worker’s FoV is captured
by the Magic Leap One’s built-in camera and live streamed
for the remote expert to see the physical environment from
the local worker’s viewpoint.

3.4 Implementation

Our prototype system was built with VR and AR HMDs
for the remote expert and the local worker respectively. The
remote expert used the VIVE Pro Eye that was connected
to a desktop computer (Intel Core i7-8700 3.2 GHz CPU
with 6 Cores, 32 GB DDR4 RAM, NVIDIA GeForce GTX
1080 GPU) running the Windows 10 OS. A Leap Motion
hand gesture sensor was mounted on the front panel of the
VR headset. The local worker used a Magic Leap One AR
display to perceive the spatialized auditory and visual cues.
TheMagic LeapOne camerawas first used to track the image
marker for the local-remote coordination, and then used to
capture and live stream the local worker’s FoV. The camera
is located next to the right eye, so the captured FoV was
marginally offset from the user’s actual FoV. However, this
had little influence on our study, since the remote expert only
needed this information as a rough guide of the localworker’s
movements and surroundings.
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Star�ng point

Local AR space

Remote VR spaceOffice furniture
Lego blocks

Fig. 3 The user study area: the space layout and the locations of 24Lego
bricks in Study 1 are shown in the floor plan at the left. The pictures of
the local and the remote spaces are shown at the right. The Lego bricks
were placed at different heights and were rearranged in Study 2

The system was developed using the Unity3D game
engine (2019.1.7f1). Both AR and VR sides were connected
to the same Wifi network for position synchronization and
audio/visual data exchange. The local worker used the inte-
grated microphone of the Magic Leap to communicate with
the remote expert. The auditory cues were delivered over the
speakers of Magic Leap. The remote expert heard the local
user using the integrated headphones of Vive Pro, and used
an external microphone for voice communication.

4 User study 1: Spatial auditory cues

In the first user study, we investigated how different audi-
tory cues (voice and auditory beacon) could influence the
participants’ performance and experience with our system
in MR remote collaboration tasks. We conducted an object
search task, in which the remote expert used auditory cues
to guide the local worker to find real Lego bricks in the local
space. Study 1 (S1) was motivated by the following research
questions (RQ):

S1-RQ1. How efficiently can spatial auditory cues help a
local worker navigate an environment in a MR
remote collaborative search task?

S1-RQ2. Can spatial auditory cues enhance a localworker’s
perception of the spatial layout and the remote
partner’s co-presence?

S1-RQ3. How do different auditory cue conditions influ-
ence the local-remote conversation pattern?

4.1 Study environment and setup

As shown in Fig. 3, two adjacent but physically isolated
spaces on the same floor were used for the user study. The
local worker conducted object search tasks in an unmodified
office of approximately 90m2 with 15 desks, a small empty

area, and various furniture and office supplies. The remote
expert was in a separate room of around 15m2. The physical
separation between the remote expert and the local worker
made their conversation only possible via the MR collabora-
tion system.The studieswere carried out during regular office
hours without isolating participants from the office environ-
ment. We believe this natural environment setup lends some
level of ecological validity to the study by mimicking poten-
tial applications in dynamic and cluttered situations.

The prototype system as described in Sect. 3 was used
for both studies. Participants were recruited as the local AR
workers, while only one trained VR user (female, 27) played
the role of the remote expert in both studies. Thiswas because
our research focus was on the local side, and using the VR
interface required some training, so the remote expert’s famil-
iarity with the system could influence the local worker’s
performance and experience. Therefore, having the same
remote expert could keep the communication consistent, and
reduce unwanted effects that may arise from unversed or
incorrect operations from the remote side.

The same environment was also used in Study 2 that
explored the combination of auditory and visual cues.

4.2 Experimental design

The experiment was designed as a within-subjects study
using the following four auditory conditions A1-A4:

A1. Non-spatialized voice: Both users talked to each other
like in a normal phone or video call.

A2. Spatialized voice: The remote expert’s voice was spa-
tialized in the local space, but the local worker’s voice
was not spatialized to the remote expert.

A3. Non-spatialized voice + spatialized auditory beacon:
Both users’ voice was delivered as in A1, but an audi-
tory beacon was binaurally spatialized from the target
object to the local user, i.e. virtual sound was placed
onto the target object.

A4. Spatialized voice + spatialized auditory beacon: Users’
voice was delivered as in A2, and the auditory beacon
was binaurally spatialized as in A3.

4.3 Experimental task

The target objects of our search task were 24 Lego bricks
of the same shape and size (1.5 cm× 1.5 cm× 0.9 cm). The
bricks were placed at different heights in the local space, and
somewere located in areas of high clutter and/or near objects
with similar colors, which partially occluded the bricks or
introduced visual distractions, as shown in Fig. 4.

For each cue condition, i.e. one trial, the expert guided a
participant to find four Lego bricks. The participant started
each trial at the same point as marked in Fig. 3 and returned
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Fig. 4 Examples of the Lego brick layout in Study 1. We placed the
bricks with occlusions and/or close to objects with similar colors

there after finding all four bricks. Upon finding each brick,
the participant would leave a small paper tag next to it, and
then look for the next one following the cue. In each trial,
the remote expert arbitrarily selected four target bricks with
the following considerations: (1) the selection of bricks was
basically counterbalanced regarding the physical distance a
participant was supposed to walk, lending some validity to
the evaluation of participants’ performance; (2) the selection
of bricks was basically counterbalanced regarding the search
difficulty that was influenced by visual occlusions, color sim-
ilarity of the bricks to their surroundings, etc.

In A1 and A2, only verbal instructions were available.
Explicit guidance such as “go to the printer” and “turn left”
was given to the participant. A2 provided some spatial indi-
cations by spatializing the remote expert’s voice. As for A3
and A4, spatialized auditory beacons were added along with
verbal communication. To study the beacons’ efficacy more
fairly, the expert assumed amore observational role inA3 and
A4. The expert barely gave explicit guidance but maintained
a smooth and interactive collaboration with the participants
using some simple communication, which included answer-
ing questions (e.g. “yes, this is the correct direction”) and
the transition between bricks along with the beacon activa-
tion (e.g. “okay, then the next object…”). The remote expert
only activated one beacon each time, muted it once the target
was found, and then activated the next one.

In all four conditions, the expert verbally (1) answered
participants’ questions and (2) confirmed each target find-
ing and transited to the next search. Every participant talked
spontaneously anddifferently, so the expert’s communication
could not be exactly the same all the time, but the expert’s
guidance procedure stayed consistent with similar wording,
e.g. “the first object is...yes, you are correct, then the next
one is...okay, you have found all, you can come back”.

During the entire search task, the local participant’s view
was live streamed to the remote side and shown in the VR
scene together with the 3D mesh of the local space. The
remote expert moved through the mesh using the standard
VR teleportation technique (i.e. moving to desired locations
in the mesh using the VR headset controller). Via the telepor-
tation, the remote expert guided the search task by “walking”
around and moving towards the selected Lego bricks to
enable the auditory beacons in the virtual scene. Since the
expert’s virtual movements were projected back to the AR

coordinate in the local environment, the auditory beacon and
the expert’s voice were binaurally spatialized from corre-
sponding locations in the local space in real time.

4.4 Measurements

For objective measures, we recorded the task completion
time in a system log file to measure the participants’ per-
formance in each cue condition. For subjective feedback,
we asked participants to fill in questionnaires after each cue
condition. We used the Networked Mind Measure of Social
Presence Questionnaire (SoPQ) [21] for measuring social
presence, theNASATaskLoad IndexQuestionnaire (NASA-
TLX) [34] formeasuringworkload, and the SystemUsability
Scale (SUS) [11] for measuring the usability of the system.

We also asked participants to fill in the MEC Spatial Pres-
ence Questionnaire (SpPQ) [47]. SpPQ is usually used to
measure the remote user’s spatial awareness in the virtual
environment, but we adopted this questionnaire on the local
side to assess how the virtually spatialized auditory cues
affected the local workers’ spatial perception in the physi-
cal world. To this end, we only used the fitting subscale of
this questionnaire, Spatial SituationModel (SSM). As shown
in Table 1, the original SSM questions barely fit our context,
so we slightly adjusted these questions while keeping their
original intentions. For example, the original Q3 and Q4 ask
about two typical aspects in understanding a space: size and
distance. Since size was not applicable to sound sources, we
asked direction and distance instead, which corresponded to
the original questions by also asking a user’s spatial percep-
tion, but specifically with our provided cues.

After all four conditions, participants filled in a post-
experiment questionnaire for overall condition ranking and
further comments. We audio-recorded the user study in order
to analyze the conversation patterns in each cue condition.

4.5 Procedure

We started the experiment by introducing the study to the
participant. Then, the participant signed a consent form and
answered demographic questions. After that, the participant
put on the audio recorder and the Magic Leap One, aligned
the AR and VR coordinates in the remote room, then went
out and stood at the starting point. When both users were
ready, the first trial started with a randomly selected cue
condition. After finding four bricks following the auditory
beacons and/or the remote expert’s verbal communication,
the participant went back to the remote room and filled in the
questionnaires. After that, the participant put on the devices
again and repeated the above process for the other three con-
ditions. In the end, the participant filled in a post-experiment
questionnaire to compare and comment about all the cue con-
ditions.We finished the study with a short informal interview
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Table 1 The original questions, adjusted questions in Study 1, and adjusted questions in Study 2 of the SSM questionnaire

Original question Customized question in Study 1 Customized question in Study 2

Q1 I was able to imagine the
arrangement of the spaces in the
medium very well

I was able to imagine the spatial
locations of the speaking person
and/or the sounding objects in
the medium very well

I was able to imagine the spatial
locations of the local objects and
the remote person in the medium
very well

Q2 I had a precise idea of the spatial
surroundings presented in the
medium

I had a precise idea of the spatial
locations of the speaking person
and/or the sounding objects
presented in the medium

I had a precise idea of the spatial
locations of the local objects and
the remote person presented in
the medium

Q3 I was able to make a good estimate
of the size of the presented space

I was able to make a good estimate
of the distance between the
presented voice (and sound) and
myself

I was able to make a good estimate
of the distance between the
remote person and myself, as
well as the distance between the
local objects and myself

Q4 I was able to make a good estimate
of how far apart things were from
each other

I was able to make a good estimate
of the direction of the presented
voice (and sound) from myself

I was able to make a good estimate
of the direction of the remote
person from myself, as well as
the direction of the local objects
from myself

Q5 Even now, I still have a concrete
mental image of the spatial
environment

Even now, I still have a concrete
mental image of the spatial
soundscape of the environment

Even now, I still have a concrete
mental image of the spatial
layout of the local objects in the
environment

Q6 Even now, I could still find my way
around the spatial environment in
the presentation

Even now, I could still find my way
to the spatial sound sources in the
presentation

Even now, I could still find my way
to the local objects in the
presentation

with the participant. The order of conditions was counterbal-
anced among participants and each condition was run with
four arbitrarily selected Lego bricks.

5 Results and discussion of Study 1

In this section, we report on the results of Study 1, statistical
analysis (α = .05), and effect sizes (ES).While the statistical
significance shows the probability of an observed difference
being due to chance, the ES implies the magnitude of such a
difference [44]. The ES∈ [0, 1] interprets 0.1 as small effect,
0.3 as moderate effect, and above 0.5 as strong effect.4,5

We also answer S1-RQs by discussing the study results, our
observations, and participants’ feedback.

A total of 24 participants (15 male, 9 female, age ∈ [20,
40],mean=26.4, SD=4.271)with normal hearing and vision
took part in the study. Only five participants reported famil-
iarity with AR interfaces as they were using AR systems a
few times a month. The others had either limited exposure to
AR devices or had never tried it before. None of the partici-
pants were familiar with the experiment environment.

4 https://www.sheffield.ac.uk/polopoly_fs/1.714575!/file/stcp-
marshall-FriedmanS.pdf.
5 https://www.sheffield.ac.uk/polopoly_fs/1.714573!/file/stcp-
marshall-WilcoxonS.pdf.

5.1 Results of themeasurements

5.1.1 Task completion time

On average, participants spent similar amounts of time on
each condition (A1: 118.88 s, A2: 122.75 s, A3: 116 s, A4:
120.21 s). Some conditions did not follow normal distribu-
tion based on a Shapiro-Wilk test, so we ran a Friedman test
and found no significant difference (χ2(3) = 3.567, p =
.312). A follow-up Kendall’s W test showed a small differ-
ence magnitude between different conditions (E S = .05).
The result indicates no significant difference in task comple-
tion time between all cue conditions.

5.1.2 Social presence

To investigate if different cues affected the participants’
experience with presence and attention, we used the Social
Presence questionnaire (SoPQ) [21] including three sub-
scales: Co-Presence (CP), Attention Allocation (AA), and
Perceived Message Understanding (PMU). The whole ques-
tionnaire has 18 rating items on a 7-point Likert scale (1:
strongly disagree–7: strongly agree). A Friedman test and
a Kendall’s W test showed that all subscales had no signif-
icant difference with a small ES between cue conditions:
CP (χ2(3) = 5.15, p = .161, E S = .012), AA (χ2(3) =
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Fig. 5 Results of the Social Presence questionnaire. CP, Co-Presence;
AA, Attention Allocation; PMU, Perceived Message Understanding

p< .001
p < .001

p < .001

p = .001

Fig. 6 Results of the Spatial Situation Model questionnaire

6.239, p = .101, E S = .014), PMU (χ2(3) = 3.162, p =
.367, E S = .007). However, as shown in Fig. 5, we see a gen-
erally high rating of all conditions on each subscale (> 5.95
out of 7). This indicates that the participants generally had a
strong social presence experience with the provided auditory
cues.

5.1.3 Spatial presence

The subscale SSM of the SpPQ questionnaire [47] was used
to investigate the participants’ spatial awareness with differ-
ent auditory cues. It consists of six rating items on a 5-point
Likert scale (1: fully disagree–5: fully agree). The results are
shown in Fig. 6. A Friedman test indicated significant dif-
ference across the cues (χ2(3) = 106.097, p < .001, E S =
.246). A post hoc analysis with the Wilcoxon signed-rank
test showed significant pairwise differences except A2–
A3 (Z = −1.573, p = .116, E S = .131) and A3–A4
(Z = −1.467, p = .142, E S = .122). The ES of Wilcoxon
signed-rank test is calculated by Z/sqrt(N ), in which N is
the amount of participants. The significantly different cue
pairs also showed moderate to large ES ∈ [.284, .665]. The
results suggest that participants had a significantly improved
spatial perception of the Lego bricks and the remote expert
with spatialized auditory cues, but the difference between
these spatial auditory cues was not strong (except A2–A4).

5.1.4 Workload

We used the NASA-TLX questionnaire [34] to compare the
participants’ physical and mental workload across condi-
tions. NASA-TLX includes six rating items in a 100-point
range with 5-point steps (0: very low–100: very high, the
lower, the better). We focused on three most relevant items in

Fig. 7 Results of the NASA-TLX questionnaire. We focus on three
most relevant rating items: mental demand, effort, and frustration

our study:mental demand, effort, and frustration.AFriedman
test and a Kendall’s W test showed no significant difference
and very small ES of cue conditions on the participants’
workload (mental demand:χ2(3) = 2.986, p = .394, E S =
.041, effort: χ2(3) = 1.667, p = .644, E S = .023, frustra-
tion: χ2(3) = 1.703, p = .636, E S = .024). As shown in
Fig. 7, most participants did not experiencemuch frustration,
but it required some mental demand and effort to complete
the task, no matter which auditory condition was used.

5.1.5 System usability

We used the SUS [11] to evaluate how the participants would
assess the usability of our system.The results are summarized
in Table 2. A Friedman test showed no significant difference
(χ2(3) = .237, p = .971, E S = .003) between conditions
on the participants’ usability assessment. However, partic-
ipants overall felt our system had above-average usability
since the SUS scores were above 68 [10].

5.1.6 User preference

We show the participants’ preference ranking in Fig. 8 for
this remote collaboration task. For each condition, the rank-
ing results were represented with numbers 1 (Rank1)–4
(Rank4) before running the significance tests. We found
significant difference with moderate ES across conditions
(χ2(3) = 29.75, p < .001, E S = .413) through a Friedman
test and a Kendall’s W test. We then ran Wilcoxon signed-
rank tests to investigate pairwise differences and found that
except A1-A2 (Z = −.323, p = .747, E S = .066) and A3-
A4 (Z = −1.060, p = .289, E S = .216), all the other pairs
had significantly different influence on the rankingwith large
ES ∈ [.609, .779]. The result shows that most participants
strongly preferred to use A3 and A4, i.e. non-spatialized/
spatialized voice + spatialized auditory beacon.

A total of 11 participants commented that the spatialized
auditory beacon provided clear direction and distance to fol-
low, e.g. “Spatial sound from objects was easy to perceive in
terms of distance and direction to object” (P7, male, 29). It
is a bit surprising that the non-spatialized voice was slightly
preferred over spatialized voice. This could be because our
audio spatialization involved the effect of distance fall-off.
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Table 2 The SUS mean score, median score, and SD value for each
auditory condition

A1 A2 A3 A4

Mean 76.56 76.98 77.92 78.13

Median 76.25 76.25 75 76.25

SD 11.768 10.268 15.702 14.128

SUS score ∈ [0, 100], the higher, the better

0% 20% 40% 60% 80% 100%

A4

A3

A2

A1

Rank1 Rank2 Rank3 Rank4

p1

p2
p3

p4

Fig. 8 User preference ranking of four auditory cues. Rank1 is themost
preferred. p1 < .001, p2 < .001, p3 = .003, p4 = .002

This was more real, but weakened the expert’s voice when
being far away,which affected some participants’ perception.

5.2 Discussion of themeasurement results

In the following, we discuss the measurement results, par-
ticipants’ feedback, possible reasons for some results, and
implications from the study. We will answer S1-RQ1 and
S1-RQ2. S1-RQ3 about conversation pattern will be detailed
in the next subsection.

S1-RQ1 is about the efficiency of the spatial auditory cues
in navigating the environment for the search task. The results
of task completion time did not show significant difference
between non-spatialized and spatialized auditory cues. How-
ever, considering that the participants could rely on explicit
verbal instructions in A1 and A2 but mainly used audi-
tory beacons in A3 and A4 to search bricks, the results
might indicate insignificant difference between detailed ver-
bal description and spatialized auditory beacons for the
search task in this environment. Some participants com-
mented that “the audio cue was useful and clearly showed me
the direction” (P7, male, 29) and “very intuitive to follow the
spatial sound” (P14, male, 25). Section 5.1.6 mentioned a
distance fall-off effect in the audio spatialization. This effect
did not cause problemswith perceiving the auditory beacons,
which could be because the default volume of the beaconwas
set properly. When the expert’s spatialized voice was clearly
perceived, some participants could “follow the direction of
the voice and move to the correct area” (P5, female, 24).

S1-RQ2 is about the participants’ spatial awareness and
co-presence experience. Regarding their spatial awareness,
it is unsurprising that the audio spatialization significantly
enhanced participants’ spatial perception of the Lego bricks
and of the remote partner, as shown in Fig. 6. As for the

co-presence experience, there was no significant difference
between cue conditions as shown in Fig. 5, but all conditions
were rated high (average above 6), which indicates that all
conditions produced a good co-presence experience for some
reason. The positive aspects of spatialized audio could be the
spatial effects like in a real-world scenario. When the expert
simply communicated the transition between the bricks (e.g.
“yes, you are correct, then the next one is…”) when virtually
moving around, the spatial effects helped some participants
“feel the presence of my partner” (P2, male, 30).

It is surprising that the non-spatialized verbal communi-
cation (A1), like a phone call, also produced good social
presence. This could be partly because “the instructions are
very descriptive” (P23, female, 22). Plus, the expert instantly
answered participants’ questions and confirmed or corrected
their movements based on the live streamed participants’
FoV,whichmade an impression of “smooth and natural com-
munication” (P10, female, 23), like the expert was present
in the environment. These findings might indicate the impor-
tance and/or the influence of verbal communication in MR
remote collaboration, which was possibly overlooked or not
deeply analysed in existing work that focused on visual cues
but also included verbal communication [3,41]. However,
participants’ positive social presence with A1 could also
benefit from the remote expert’s familiarity with the system
and with the experimental environment. In addition, when
only enabling verbal communication, the remote expert had
a heavy workload to give detailed instructions.

We have discussed some advantages of explicit verbal
communication (e.g. straightforward to understand) and spa-
tialized auditory cues (e.g. intuitive to follow). They also had
some drawbacks. With only verbal instructions, participants
had to “listen very carefully” (P21, female, 24) and did not
have other information to actively direct themselves. Spa-
tialized audio “could be distracting” (P3, male, 27) with the
volume change and might confuse people who did not lis-
ten clearly. Overall, participants acknowledged the usability
of our system with all cue conditions, but when ranking the
conditions, most people preferred spatialized auditory cues,
especially the auditory beacons (A3 and A4), over only ver-
bal instructions.

During the study, the participants’ familiarity with the
environment inevitably increased as the trials went on, but its
influence should have been limited for the following reasons.
First, we counterbalanced the conditions and each condition
was run with four arbitrary bricks. Moreover, although sev-
eral bricks were put close to each other on purpose, most
bricks were well distributed and/or well hidden in the space,
so it was unlikely that participants noticed most of them dur-
ing the first few conditions.

The results of Study 1 show us the effects of different
auditory cues in a collaborative search task. The study pro-
vides insights into the influence of the verbal communication
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Fig. 9 Study 1: percentage of the utterance types in each participant’s
conversation with the remote expert. As some conditions did not follow
normal distribution, we used Friedman tests and thenWilcoxon signed-
rank tests to check significance between conditions

on the task performance and social presence experience. The
results also encourage us to use spatialized auditory cues for
local workers to intuitively experience the surroundings and
the remote user when conducting a task. In a real-world sce-
nario, a real user might not use an auditory beacon to guide
a search task. However, in a remote collaboration supported
byMR techniques, the spatialized auditory beacons might be
used as an additional channel of information.

5.3 Conversation pattern and non-verbal behavior

In the following, we discuss the local-remote conversation
pattern and the participants’ non-verbal behavior during the
task. We will answer S1-RQ3 and discuss how the condi-
tions influenced the participants’ interaction with the remote
expert. We analyzed 22 participants’ conversations and two
participants were excluded due to recording failure.

According to the work by Smith and Neff [36], we cate-
gorized verbal communications into four types of utterance:
social/emotional, backchannel/acknowledgement, complete
reference, and reference pronoun. Utterance refers to a sec-
tion of speech (a sentence or comparable). Social/emotional
means expressions of feelings like “wow this is great”. Back-
channel/ acknowledgement means indications of listening
like “okay”. Complete reference means utterances that can
be understood by itself like “behind the yellow table”. Ref-
erence pronoun uses pronouns to refer to things like “behind
this table”.We count the remote expert’s confirmation of each
brick finding as backchannel/acknowledgement, and the tran-
sition to the next search in A3 and A4 (“the next object is this
one”) as reference pronoun. In Fig. 9, we plot the percentage
of each utterance type in each cue condition for both local
and remote users. In the figure we also mark the pairwise
significance values as per Wilcoxon signed-rank tests.

On the remote side, when the expert gave explicit instruc-
tions in A1 and A2, it is unsurprising that most utterances
were complete reference. When auditory beacons were
included (A3 and A4), the percentage of complete reference
significantly decreased, and most utterances were backchan-
nel/acknowledgement (for brick confirmation) and reference
pronoun (for initializing the next search). In some cases,
the expert still needed to give hints (complete or pronoun
references) when participants could not follow the auditory
beacon correctly or when they asked for clarification.

More interesting findings were discovered on the local
side. In A1 and A2, we can see that a large portion of the
participants’ utterances was backchannel/acknowledgement.
This was because participants usually only responded a
simple “yes” or “okay” to the expert’s instructions. Some
participants repeated the expert’s descriptions using complete
reference like in a thinking-aloud process, e.g. “hmm, the left
edge of the yellow desk”. This shows that participants mainly
followed the expert, instead of being in an active interaction.
The conversation pattern of A2 was similar to that of A1 but
we noticed that a few participants were willing to check the
expert’s position by asking, e.g. “where are you actually?”.

As for the non-verbal behavior, participants’ movements
were generally passive in A1 and A2. They normally waited
for the expert’s instructions before they moved or adjusted
their direction. As the environment was new to them, some
participants first looked around when they got instructions
with a specific landmark. In A2, a few participants could
follow the direction of the expert’s voice before getting a
complete instruction.

When auditory beacons were enabled (A3 and A4), we
observed that some participants immediately recognized the
orientation of the sound source and quickly approached it,
but some participants first turned their head a bit to con-
firm the orientation before moving towards the sound source.
For bricks that were not far from each other, some partici-
pants recognized the correct one without much hesitation,
but some carefully approached and listened to each of them
before determining the target. Besides individual listening
sensitivity, this difference could also be partly because some
participants’ initial orientation when approaching the bricks
enabled them to recognize the source easily.

The participants’ active movement corresponds with the
significantly reduced backchannel/acknowledgement utter-
ances in A3 andA4. Some participants actively checked their
direction with the remote expert using complete or pronoun
references, e.g. “am I in the correct direction?”, “I think it is
around here?”. This could be because the participants would
like someconnectionwith their partner, or theywere not com-
pletely confident about their spatial perception. Although the
portion of social/emotional utterances did not significantly
increase in A3 andA4, we noticed some participants’ expres-
sion of their feeling, e.g. “wow it is cool”. These changes
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indicate some interactions with the remote expert, instead of
just following the instructions.

6 User study 2: Spatial auditory + visual cues

After Study 1, we conducted a second study, Study 2 (S2), to
explore how the hybrid spatial auditory + visual cues could
affect the local workers’ performance and experience. We
used the same object search task to investigate the following
research questions:

S2-RQ1. How much can visual cues improve the partic-
ipants’ performance and experience compared
with the audio-only condition?

S2-RQ2. Will visual cues outperform auditory cues? i.e.
Will participants ignore the spatial auditory cues
andmainly follow thevisual cues to searchbricks?

S2-RQ3. Is there any change in the local-remote conversa-
tion pattern when visual cues are integrated?

This studywas also designed as awithin-subjects study using
the following four hybrid conditions H1–H4:

H1. Spatialized voice + spatialized auditory beacon:
This condition, same as A4 in Study 1, served
as the control condition in Study 2. Study 1
has shown that spatialized audio significantly
improved participants’ spatial awareness when
guiding the search task. We also assumed that
this condition would have better compatibility
with the visual cues than the other auditory cues.
For example, although A3 (with non-spatialized
voice) showed comparable results, we assumed
that it would be more natural to hear a spatialized
voice while seeing a virtual head frustum moving
around.

H2. H1 + hand gestures: The remote expert would
use hand gestures to precisely indicate the tar-
get brick when it entered the local worker’s FoV.
Other objects and bricks in the environmentmight
also be in the worker’s view.

H3. H1 + head frustum: The head frustum of the
remote expert would stay visible in the AR dis-
play, co-located with the expert when the expert
moved by VR teleportation.

H4. H1 + hand gestures + head frustum: All spatial
auditory and visual cues were shared to the local
worker.

H1 (same as A4) was implemented in all conditions and con-
ducted in the same way as in Study 1 (see Sect. 4.3) to more
fairly evaluate the impact of visual cues. Otherwise, it would

48 cm52 cm
63 cm

67 cm

Fig. 10 Examples of the Lego brick layout in Study 2. Compared to
Study 1, we increased the task difficulty by putting some bricks close
to each other

have been difficult to attribute the study result to the integra-
tionof visual cues, or the changed implementationof auditory
cues.

In Study 2, we did not include a visual-only condition
mainly due to the following considerations. As others [33,41]
have shown, it is difficult to entirely exclude speech even
in the presence of strong visual cues. Participants may ask
questions or naturally initiate a dialogue, so excluding con-
versation is not advisable, but allowing dialogue may affect
inter-participant consistency. Plus, our study focus is on the
auditory cues. Our goal is not to present a “good cue” for a
specific remote collaboration task, but to explore the appro-
priateness of auditory cues and their combination with visual
cues. We also understand the potential limitations without a
visual-only condition and will discuss the relevant issues in
Sects. 7.2 and 8.

In Study 2, we used the same experimental environment,
task, procedure, and measurements as in Study 1, but we
applied the following changes. First, we attempted to reduce
the learning effect by changing the positions and surround-
ings of the Lego bricks. To increase the task difficulty, we
put some bricks close to each other like shown in Fig. 10.
Plus, we again adjusted the original questions in the SSM
questionnaire to feature the integrated visual cues. The cus-
tomized questions are shown in the last column of Table 1.
Other implementation details, like the counterbalance of
brick selection, stayed the same as in Study 1.

7 Results and discussion of Study 2

In this section, we report on and discuss the results of Study
2. The same 24 participants took part in Study 2 one week
after Study 1.

7.1 Results of themeasurements

7.1.1 Task completion time

Figure 11 shows the task completion time in all cue condi-
tions. All conditions followed normal distribution according
to a Shapiro-Wilk test, so we used a repeated-measure
ANOVA for factorial analysis and found an overall signif-
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Fig. 11 Task completion time (s) in Study 2
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Fig. 12 Results of the Social Presence questionnaire. Most cue pairs
have a significant difference (*)

icant difference with a large effect size (ES) (F(3, 69) =
34.092, p < .001, E S = .597). Then, a Bonferroni post hoc
test showed significant pairwise differences except H1–H2
(p = .588) and H3–H4 (p = .197). These results indicate
that compared with the control condition, the integration of
hand gestures did not significantly decrease the participants’
task completion time, but participants finished the task sig-
nificantly faster with the remote expert’s head frustum.

7.1.2 Social presence

We used the subscales Co-Presence (CP), Attention Alloca-
tion (AA), and Perceived Message Understanding (PMU)
to evaluate the participants’ social presence experience.
Friedman tests and Kendall’s W tests showed significant
differences with small ES across conditions for all three
subscales: CP: χ2(3) = 63.115, p < .001, E S = .146,
AA: χ2(3) = 44.848, p < .001, E S = .104, PMU:
χ2(3) = 62.127, p < .001, E S = .144. We further used
Wilcoxon signed-rank tests to examine the pairwise dif-
ference. For AA, we found significant differences in all
cue pairs with an ES ∈ [.163, .468]. For CP and PMU,
we found significant pairwise differences except in H3–
H4 (CP: Z = −1.094, p = .274, E S = .091, PMU:
Z = −1.411, p = .158, E S = .118). These results indicate
that the integration of both visual cues significantly improved
the participants’ social presence compared with the control
condition. However, when the head frustumwas already pro-
vided (H3), the further integration of hand gestures (H4) did
not significantly enhance CP and PMU (Fig. 12).

p < .001 p = .005
p < .001

p < .001
p < .001

Fig. 13 Results of the Spatial Situation Model questionnaire

p = .009p = .013p = .005
p = .009

p = .001
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p = .028
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p = .001
p = .016

Fig. 14 Results of the NASA-TLX questionnaire

7.1.3 Spatial presence

Like in Study 1, we used a customized SSM questionnaire
to assess how different hybrid cues affected the partici-
pants’ spatial perception. A Friedman test showed significant
difference across cue conditions (χ2(3) = 126.799, p <

.001, E S = .294). Figure 13 shows the results with pair-
wise significance examined byWilcoxon signed-rank tests. It
shows that only integrating hand gestures (H2) did not signif-
icantly enhance the participants’ spatial awareness compared
with the control condition (H1), but the integration of head
frustum gave a significantly stronger perception of the envi-
ronment.

7.1.4 Workload

As before, we focused on the three most relevant items
in the NASA-TLX questionnaire. As some conditions did
not follow normal distribution based on a Shapiro-Wilk
test, we used Friedman tests and Wilcoxon signed-rank
tests to investigate the overall and the pairwise differences.
As shown in Fig. 14, compared with the control condi-
tion, hand gestures and head frustum did not significantly
reduce the participants’ mental demand, and the hand ges-
tures did not significantly decrease the participants’ effort
either. However, participants felt significantly less frustration
when visual cueswere added, but therewas no significant dif-
ference in frustration between conditions with visual cues.
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Table 3 The SUS mean score, median score, and SD value of the four
hybrid cues

H1 H2 H3 H4

Mean 73.02 72.29 79.47 80.93

Median 75 73.75 81.25 77.5

SD 16.842 16.082 14.025 17.317

7.1.5 System usability

Table 3 summarizes the participants’ assessment of the
system usability in conditions H1–H4. A Friedman test
and a Kendall’s W test showed significant difference with
small ES between the conditions (χ2(3) = 11.898, p =
.008, E S = .165). Then Wilcoxon signed-rank tests showed
significant differences of moderate to large ES in H1–H3
(Z = −2.002, p = .045, E S = .409), H1–H4 (Z =
−2.397, p = .017, E S = .489), and H2–H4 (Z =
−2.263, p = .024, E S = .462). These results indicate that
compared with the control condition, hand gestures did not
make the system more usable to the participants. Plus, the
usability improvement was not significant from H2 (hand
gestures) to H3 (head frustum), or from H3 (head frustum)
to H4 (all). It is noticeable in Table 3 that all conditions had
an average usability score higher than 68, which is above the
average system usability [10].

7.1.6 User preference

Figure 15 shows the participants’ preference ranking of the
conditions for the given task. We found a significant differ-
encewith a largeESacross conditions (χ2(3) = 43.650, p <

.001, E S = .606) by Friedman and Kendall’s W tests.
Wilcoxon signed-rank tests showed significant differences in
all condition pairswith amoderate to large ES∈ [.409, .889].
The results indicate that the participants strongly preferred
to use H4 that integrated all the auditory and visual cues,
followed by H3 that was without hand gestures. Head frus-
tum was preferred over hand in this remote collaboration
task. As commented by participants, the head frustum clearly
indicated the expert’s movements, e.g. “I could see the head
walking so I could follow it easier” (P6, male, 27). Hand
gestures were intended to precisely pinpoint the target, but
some participants thought the spatialized auditory beacon
was enough to distinguish close bricks that were about 50 cm
away from each other, e.g. “Audio + Head is good enough to
clearly locate the object” (P23, female, 22), “hand would be
useful in a case where there are many objects very close to
each other, otherwise spatial sound is sufficient” (P1, female,
30).

0% 20% 40% 60% 80% 100%
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Fig. 15 User preference ranking of the four hybrid conditions. Rank1
is the most preferred. Significant differences are found in all pairs:
p1 = .025, p2 = .003, p3 = .045, p4 < .001, p5 < .001, p6 < .001

7.2 Discussion of themeasurement results

In the following, we discuss the above measurement results,
participants’ feedback, and possible reasons for some results.
We will also answer S2-RQ1 and S2-RQ2.

S2-RQ1 is about the performance andexperience improve-
ment brought by the visual cues. As shown in Fig. 12, it
is unsurprising that both the hand gestures and the head
frustum significantly enhanced the participants’ social pres-
ence compared with the auditory-only condition. This could
be because both of them represent normal non-verbal cues
in a face-to-face collaboration. However, according to the
results of task completion time, spatial presence, effort, and
system usability, head frustum significantly improved the
participants’ task performance and experience, but the hand
gestures did not show significant effects. Compared with the
head frustum that “gave the global knowledge of where to go”
(P19, female, 24), participants had more distinct opinions
about the hand gestures that were only shown in a small area
for target indication. We were aware that the hand gestures
could have more functionalities but we restricted them in this
study, since we did not intend the hand gestures to repeat the
use of the head frustum in the large-scale navigation. Plus,
we assumed that hand gestures could help if the auditory bea-
cons failed to localize closely-placed Lego bricks. However,
although some participants commented that the hand ges-
tures could “show the specific location pretty well” (P19),
some participants felt they were redundant because “the spa-
tial sound is sufficient” (P1, female, 30). This could be a
reason that we did not see much difference between H1 and
H2 in several metrics. Another reason could be that the small
drifting of our systemmight have happened and such drifting
influenced the perception of hand gestures more than head
frustum. Head frustumwas bigger than normal head size and
was much more visible. However, hand gestures of the nor-
mal hand size were intended to indicate bricks precisely, thus
they suffered more from position drifting. The influence of
drifting was also reported in the work by Bai et al. [3], in
which the issue was related to eye gaze that was represented
by a raycast line.

S2-RQ2 asks if the participants would basically ignore the
spatial auditory cues in the presence of visual cues. As we
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did not include a visual-only condition, we could not com-
pare how auditory cues and visual cues would function by
themselves or confirm what additional values to the visual
cues could be brought by spatial auditory cues. However,
some participants still acknowledged the value of the spatial
auditory cues in the presence of visual cues. We summa-
rized two possible reasons based on our observations and
the participants’ feedback. First, the FoV of the AR HMD is
very restricted but the search space was relatively large, so
sometimes participants preferred to immediately acquire the
direction and distance using the spatial audio. Otherwise, it
was “hard to follow when the expert moved quickly outside
the FoV” (P2, male, 30). Plus, the spatialized verbal com-
munication might contribute to the feeling of co-presence. In
this study, the remote expert talked little like in A3 and A4
of Study 1. When the expert stayed silent, some participants
“felt less connection between the partner” (P5, female, 24)
although they could still perform the task well. Some partic-
ipants commented that the spatialized voice + head frustum
made it more like interacting with a real person.

According to [3], we initially assumed that H4 would
probably give toomany cues, but participants generally com-
mented that they did not feel a heavy workload, as also
reflected in Fig. 14. This could be because the cues com-
bined auditory and visual perception properly, and the cues
were not always delivered together at the same time.

Like in Study 1, participants would inevitably become
more familiar with the environment as the trials ran, espe-
cially in the sense that they had finished Study 1 in the same
room the week before. However, we completely rearranged
the positions of the Lego bricks and their surrounding, which
would reduce the learning effect. Plus, as we discussed in
Study 1, the counterbalance of the condition orders, the arbi-
trary selection of Lego bricks, and the distribution of the brick
positions might also help alleviate the influence of learning
effect on the study results.

The results of Study 2 show the improvement in the par-
ticipants’ task performance and experience compared to the
auditory-only condition when the visual cues, especially the
head frustum, were added. The combination of spatial audi-
tory and visual cues did not induce a heavy workload to the
participants. Plus, with the strong visual cues, there were still
some positive comments regarding the spatial auditory cues
in the sense of immediate spatial perception and a natural
perception of the remote partner.

7.3 Conversation pattern and non-verbal behavior

In this study, we also analyzed the utterance percentage in
the local-remote conversations as shown in Fig. 16. We will
elaborate on the findings and S2-RQ3 with the discussion.

As per Friedman tests and post hoc Wilcoxon signed-
rank tests, the results do not show significant changes in

p = .041 

Local par�cipants

Remote expert

Fig. 16 Study 2: Percentage of the utterance types in each participant’s
conversation with the remote expert. We applied Friedman test to check
significant difference (*) across conditions in each utterance type

the percentage of each utterance type between conditions,
except H1–H4 in reference pronoun on the remote side
(Z = −2.047, p = .041). However, we noticed some dif-
ference in the utterance content. In H1 that only included
auditory cues, some participants still asked for clarification
and confirmation using complete or pronoun references.With
visual cues, the conversation became more intuitive. For
example, when seeing the head frustum and the hand ges-
tures, some participants said “I can see you moving” or “ah
your hand/head is here”. When visual cues were invisible in
their current FoV, some participants intuitively asked “where
is your hand/head?”. The remote expert sometimes also nat-
urally said “do you see my head/hand” or “this one” (with
hand gestures) as a hint.

More interestingly, when the remote expert moved too
fast, a couple of participants even asked the expert to
slow down, e.g. “it’s so fast, wait for me!”. Participants
also sounded more confident with visual cues. In Study
1, we heard more questions like “is this one?”. In Study
2, we heard more affirmative phrases like “I think it is
this one”. Some participants expressed their positive feel-
ing using social/emotional utterances, e.g. “the head is
cute”, “wow, this is great”, etc. We also heard some chuck-
les during the study with visual cues. The percentage of
social/emotional utterance did not significantly increase.
This could be because the participants who expressed more
feelings were generally more talkative, so they also commu-
nicated other things more.

In accordance with their verbal behavior and the previ-
ously discussed task completion time, participants in general
moved actively and confidently with visual cues. However,
for some participants, there were a couple of confusion
moments when the bricks were very close but the virtual
communication cues were slightly drifting. Overall, the con-
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versation in Study 2 was more natural and the participants’
movements were more smooth.

8 Design implications and limitations

From these studies we can suggest design implications for
future MR remote collaboration systems:

1. Spatial auditory cues give intuitive guidance that can
help navigation and object search as well as enhance a
user’s spatial awareness compared with non-spatial audi-
tory cues.

2. When using spatial auditory cues in a large space, the
designer should consider the size of the environment to
guarantee the clarity of the rendered sound.

3. Integrating the remote expert’s head frustum into the spa-
tial auditory cues can provide significantly better social
presence, spatial awareness, and system usability.

However, there are some aspects of our system which
could be improved and some limitations with our studies. As
we focused the exploration on the local side with a trained
remote expert, we did not investigate the remote users’ expe-
rience with our system. For real-world applications using our
system, wemay also spatialize the local worker’s voice to the
remote side and live stream the local environment instead of
using a pre-modeled 3D mesh.

We did not include a visual-only condition in Study 2
considering some implementation and evaluation details,
but including a visual-only condition might provide more
insights into the combined effects of auditory and visual cues.
More work could be conducted in this area in future studies.

9 Conclusion and future work

In this paper,we presented aMR remote collaboration system
that features both spatial auditory and visual cues. We found
that the spatial auditory cues could navigate a local worker in
a large space and give theworker better spatial awareness in a
MR remote collaborative search task. We also found that the
visual cues, especially the head frustum, further helped the
local workers to complete the search task faster with a better
spatial and social experience. The results of our studies also
provide some insights about how the local-remote conver-
sation might become more interactive and intuitive as well
as how the local workers could conduct the task more confi-
dentlywith the integration of spatial auditory and visual cues.
Since visual cues are intuitive to perceive and spatial auditory
cues indicate 360◦ directions and distances, the combination
of bothmade some participants feel like theywere interacting
with a real person.

This work serves as an initial exploration of spatial audi-
tory cues and their combination with visual cues in MR
remote collaboration. Section 8 has indicated some direc-
tions of future exploration. In addition to these topics, we are
also interested in investigating the system performance with
more complex tasks (e.g. assembly) or multiple local/remote
users.
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