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a b s t r a c t 

Virtual Reality (VR) Head-Mounted Display (HMD) technology immerses a user in a computer generated 

virtual environment. However, a VR HMD also blocks the users’ view of their physical surroundings, and 

so prevents them from using their mobile phones in a natural manner. In this paper, we present a novel 

Augmented Virtuality (AV) interface that enables people to naturally interact with a mobile phone in real 

time in a virtual environment. The system allows the user to wear a VR HMD while seeing his/her 3D 

hands captured by a depth sensor and rendered in different styles, and enables the user to operate a 

virtual mobile phone aligned with their real phone. We conducted a formal user study to compare the 

AV interface with physical touch interaction on user experience in five mobile applications. Participants 

reported that our system brought the real mobile phone into the virtual world. Unfortunately, the ex- 

periment results indicated that using a phone with our AV interfaces in VR was more difficult than the 

regular smartphone touch interaction, with increased workload and lower system usability, especially for 

a typing task. We ran a follow-up study to compare different hand visualizations for text typing using 

the AV interface. Participants felt that a skin-colored hand visualization method provided better usability 

and immersiveness than other hand rendering styles. 

© 2021 Elsevier Ltd. All rights reserved. 
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. Introduction 

This research explores how a real smartphone can be used in- 

ide a Virtual Reality (VR) environment. Typical VR systems use a 

ead-Mounted Display (HMD) to immerse users into an entirely 

irtual Environment (VE). However, VR HMDs separate users from 

he real world and their actual bodies. The difficulty for the user 

o perceive tangible objects around themselves inhibits access to 

ommon input devices, such as a keyboard or a mouse. 

Smartphones with touch screen interfaces have become one of 

he most popular consumer devices, and there is a strong desire 

o use them inside VR. For example, people may want to receive 

alls, check mobile applications, or send text messages while in a 

R HMD. However, it is currently not feasible for a VR user to eas-

ly operate a mobile phone without taking off the VR headset. In 

his paper, we present a VR system that enables users to naturally 

nteract with a real smartphone while experiencing virtual content 

n a VR headset. 

A few VR HMDs can be used while interacting with a mobile 

hone. For example, the HTC Vive Cosmo 1 , Windows Mixed Real- 
∗ Corresponding author. 

E-mail address: huidong.bai@auckland.ac.nz (H. Bai). 
1 https://www.vive.com/ca/product/vive-cosmos/features/ 

ttps://doi.org/10.1016/j.cag.2021.04.004 

097-8493/© 2021 Elsevier Ltd. All rights reserved. 
ty, 2 and Sony PSVR 

3 headsets have a flip-up design, which allows 

he user to quickly swap between the VE and reality by flipping the 

ace panel with little effort. The HTC Vive Focus 4 and HoloSwitch 

5 

nables users to receive calls or messages on their phones by dis- 

laying pop-up notifications in the VR HMD. However, these ap- 

roaches do not share the phone screen’s content, and the users 

ould not answer the phone call or reply to the message in any 

orm in the VR environment. 

Some researchers used a real-virtual bridge mechanism to 

reate two-way interaction techniques to connect real and virtual 

bjects. For example, Takashina et al. [1] used a quasi-touch 

nterface to capture an actual phone screen and transfer it into a 

irtual smartphone in VR, and then mapped touch operations in 

he virtual world back to the real smartphone. However, the user 

till needed to use the VR controllers as virtual hands to press 

he virtual touchscreen of the proxy phone. The system provided 

 better embodiment experience for mobile phone interaction in 

R, but its input method was far different from the normal phone 

peration and limited the user’s VR engagement. 
2 https://www.microsoft.com/en-us/windows/windows- mixed- reality/ 
3 https://www.playstation.com/en-us/explore/playstation-vr/ 
4 https://enterprise.vive.com/ca/product/vive-focus/ 
5 https://www.holoswitch.com/ 

https://doi.org/10.1016/j.cag.2021.04.004
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https://www.playstation.com/en-us/explore/playstation-vr/
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Fig. 1. A virtual smartphone with real-time screen updating is reproduced in a VR 

environment. The user can see his/her own hands and touch the virtual phone with 

tangible feedback. 
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6 https://arvr.google.com/cardboard/ 
7 https://www.samsung.com/global/galaxy/gear-vr/ 
8 https://www.ultraleap.com/product/leap-motion-controller/ 
Augmented Virtuality (AV) merges real-world objects into vir- 

ual worlds. Milgram et al. defined Augmented Virtuality as an im- 

ersive graphic environment in which some element of reality has 

een added [2] . For example, an AV interface would be a VR expe- 

ience that includes a virtual TV with a live camera feed from the 

ser’s environment shown on the virtual screen. Similarly, we want 

o add a virtual phone to the user’s VR experience, but show the 

ctual phone screen on the virtual phone, and enable users to see 

heir real hands in VR simultaneously. 

In this paper, we use the AV technology to add a virtual smart- 

hone and its operation into the VR system by combing spatial 

racking of a real mobile phone, wireless smartphone screen mir- 

oring, and spatial hand detection. This novel interface enables the 

ser to perform touch input on the mobile screen while being fully 

mmersed within the virtual space, as shown in Fig. 1 . The user can

ead or reply to text messages, make or answer phone calls, and 

rowse the image gallery or social media updates by holding the 

eal phone in their hands and touching its screen, without taking 

ff their VR headset. 

Our prototype is one of the first systems that brings a real 

martphone with natural touchscreen interaction methods into 

 VR environment. Compared with previous work, our research 

akes the following contributions: 

• We designed and developed an AV system that enables users 

to freely interact with a fully-featured smartphone through a 

mobile touch screen in a VR environment while wearing a VR 

HMD; 
• We designed and implemented augmented hand visualization 

interfaces to improve the on-screen content interaction, espe- 

cially the text typing, for the mobile phone in AV; 
• We conducted a formal user study to evaluate the usability of 

the AV interface for mobile touch-based interaction in a virtual 

environment by comparing with the direct touch interaction in 

reality using the mobile device; 
• We conducted a follow-up user study to compare the perfor- 

mance and usability of the interfaces with three different hand 

rendering styles for mobile typing in an AV application. 

In the rest of the paper, we first review related work by com- 

aring them with our approach, and then describe our system’s 

esign and implementation. We present two user studies with per- 

ormance and usability results. We discuss the limitations of our 

roof-of-concept prototype and provide a conclusion and direc- 

ions for future work. 

. Related work 

Our research mainly investigates operating smartphones 

specifically text typing) and hand representation in VR. In this 
43 
ection, we review related work in each of these areas and discuss 

he differences from our system. 

.1. Using smartphones in VR 

Smartphones are widely used for mobile Augmented Reality 

AR) because of technology advances in sensors and processors, 

hich also supports multimodal screen touch interactions with vir- 

ual content (e.g., pointing [3] and manipulating [4] ). Some afford- 

ble VR HMDs (e.g., Google Cardboard 

6 and Samsung Gear VR 

7 ) 

se the smartphone as a display, but the user cannot touch it with 

heir hands while viewing the virtual content, and so lose the ben- 

fit of rich touchscreen interaction. In this research, we aim to 

ring the smartphone into VR to access all of the phone features 

nstead of only viewing the VR content. 

In earlier research, smartphones with wireless connection, key- 

ad, touch screen, and gyroscope sensing were mainly used for 

arious inputs in VR applications. For example, Larsen et al. 

5] connected a cellular phone to a VR system so that the user 

ould press the arrow keys to move the virtual objects shown on 

he phone screen. Liang et al. [6] used a mobile phone to pro- 

ide movement and tilt input as an alternative to VR controllers 

or navigation. Steed and Julier [7] used a smartphone to sup- 

ort portable VR content output and screen-touch input with vir- 

ual objects. However, most basic interactions using mobile phones 

ave been replaced by controllers [8] , except in some specific ap- 

lications (e.g., 3D modeling [9] , or spatial design [10] ). 

Some smartphones have been partly integrated into commercial 

R systems to enable viewing call notifications or text messages in 

he VR headset, such as the HTC Vive Focus or HoloSwitch. The 

martphone itself was still blocked outside of the virtual world, 

nd the screen cannot be directly viewed in these VR systems. 

laee et al. [11] captured the phone appearance, screen, and the 

ser hands with a depth camera mounted in front of a VR head- 

et and rendered everything as an immersive point-cloud in VR. 

owever, the point-cloud based phone screen rendering had a low 

esolution, limiting precise operations on the phone like text input 

nd character selection. 

In contrast, some researchers tracked the mobile phone and 

endered it as a virtual proxy with the corresponding screen con- 

ent, and made touch interfaces partially available. For example, 

hang et al. [12] used a Leap Motion 

8 and an IMU sensor to track a

hysical smartphone and rendered its virtual replica with the same 

ppearance in VR. Their system supported photography of the VR 

cene using intuitive camera operations on the virtual smartphone. 

owever, the user could not see his/her own hands while holding 

he virtual phone, and the photo-taking was not as natural as in 

he real world. Similarly, Desai et al. [13] used an image-based ap- 

roach to track the hands and the smartphone with an additional 

amera, and then augmented the content onto the corresponding 

R region. The system could open a virtual window for users to 

ee the real world and use the physical smartphone directly. How- 

ver, it only provided a 2D camera feed for the phone operation in 

R, and they did not perform an evaluation of their method. 

.2. Hand representation in VR 

Representing hands in the VE to improve natural interaction 

nd presence [14] has always been an important research topic. 

and pose can be detected with various sensors and projected 

nto VR systems. For example, the Leap Motion controller is one of 

he widely used sensors to track hand movements, and researchers 

https://arvr.google.com/cardboard/
https://www.samsung.com/global/galaxy/gear-vr/
https://www.ultraleap.com/product/leap-motion-controller/
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Fig. 2. (a) System setup; (b) Calibration between the attached camera and the VR 

system. 
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9 https://www.oculus.com/rift-s/ 
ave attached it to the front panel of VR headsets for spatial ges- 

ure input [15] . Some VR controllers were also capable of roughly 

ositioning virtual hands and sensing finger movements based on 

he button pressing, such as the Oculus Touch. The hands could 

lso be detected with colored [16] or retroreflective [17] markers 

ttached. 

However, most of these methods were not always efficient es- 

ecially when the hands were partially occluded or holding ob- 

ects. Given this limitation, a dense 3D point-cloud method was 

referred to generate the hand model [18] and support natural 3D 

nteraction [19] in VR without relying on pose estimation. Together 

ith color-based foreground segmentation, better hand recognition 

ould also be provided [20] . 

With advanced graphic processing technology, virtual hands 

an be rendered in different styles (e.g., hand skeletons, finger- 

ips, cartoon-like or realistically textured palms). Grubert et al. 

21] found that different hand representations could influence 

rror rate and presence for typing in VR while using a standard 

hysical keyboard. Schwind et al. [22] showed that realistically 

endered hands helped the user obtain a higher level of presence. 

sing head-mounted depth cameras collocated with the VR head- 

et, users could reproduce their body parts as 3D point-cloud in 

R [23] . User studies found that point-cloud virtual hands im- 

roved intuitiveness and self-perception when interacting with VR 

bjects [24] , and were more preferred due to better performance, 

ess distraction, and a higher sense of presence [25] . In addition, 

irtual hands can also be rendered transparent for users to see 

ccluded objects behind the VR hands. For example, Buchmann 

t al. [26] made hands and tools selectively transparent to en- 

ance the human perception of the virtual surroundings. Knierim 

t al. [17] made virtual hands semi-transparent while typing on 

 keyboard in VR, which improved performance for inexperienced 

sers compared to opaque rendering styles. 

In our work, we use an RGB-Depth camera to detect the user’s 

ands in a 3D point-cloud format and then bring them into our 

R system. We also explore how different hand visualization styles 

an enhance user performance and experiences while using a mo- 

ile phone in VR. 

.3. Text input on mobile phones in VR 

For general text input on computers, a keyboard would be the 

rst choice by default. Prior research showed that simple virtual 

eyboards had lower input rates than physical keyboards due to 

he lack of haptic feedback [27] . Some researchers have introduced 

hysical keyboards into VR to provide easy text input solutions 

28] . However, these methods were not applicable for smartphones 

ince the mobile virtual keys on the mobile screen were too small 

or users to recognize with a limited resolution of the HMD, which 

eads to inefficiency and frequent typos. 

Alternative methods have been applied for smartphone text in- 

ut in VR. Boustila et al. [29] used a confirm-on-release typing 

aradigm to interpret the tap point with a circle on the smart- 

hone keyboard and enabled typing in VR. HoVR-Type [30] used a 

overing function to visualize the finger point while typing on the 

irtual phone screen. However, with these systems the user could 

ot see his/her hands in VR, so the performance heavily relied on 

amiliarity with the typing interface. 

Supporting virtual hand visualization while typing is critical to 

uarantee a lower text entry error rate [31] , but it can be counter- 

roductive in some cases. Lin et al. [32] visualized the hands and 

eyboard to improve the immersive VR experience. However, their 

ser study found that the keyboard and fingertips were occluded 

y the hand mesh, which decreased the first key accuracy. There- 

ore, we choose to use different hand rendering styles and explore 
44 
ow they can affect text typing performance on smartphones in 

R. 

In summary, most previous works have not successfully in- 

roduced full-featured smartphone interaction into VR, and text 

yping has not been well addressed with the current controller 

ptions. We developed our novel system to overcome the above 

roblems and create a compelling solution. 

. System design 

We used an Oculus Rift S 9 as our VR HMD in our system since

ts high-resolution display (1280 ×1440 at 80Hz) provides a rela- 

ively clearer view of the virtual screen content. Moreover, Oculus 

ift S uses built-in cameras to capture and translate the user’s head 

nd controller movements into VR no matter which way he/she is 

acing and provides room-scale tracking without external sensors. 

ur system also enables the user to see his/her 3D digitized hands 

nd the smartphone in a virtual environment. Both virtual hands 

nd the phone are correctly aligned with the physical hands and 

hone, duplicating the mobile phone interaction with very low la- 

ency. Thus, users can answer phone calls or send messages with- 

ut taking off their VR headsets. The virtual hands can also be 

endered in three different visual styles to affect the user expe- 

ience and performance. We developed our prototype system by 

ombining four main technologies; (1) 6 Degree-of-Freedom (DoF) 

hone tracking, (2) Phone screen live mirroring, (3) Hand segmen- 

ation with depth sensing, and (4) Hand visualization with graphics 

haders. 

.1. Configuration and calibration 

We set up the system in an office room. As shown in Fig. 2 a, the

ser can sit on a chair or stand while wearing the Oculus headset 

ethered to a VR-ready computer for content rendering. To capture 

he user’s hands, an RGB-Depth sensor was attached horizontally 

n the headset’s front panel and connected to the same computer 

ia the standard USB cable. The vertical field of view (FoV) of the 

epth camera ( 41 . 5 ◦) was smaller than that of the HMD ( 110 ◦),

o we adjusted the depth camera to be vertically tilted down 16 ◦

ith a spacer so that the hands could be observed more easily. The 

ser can hold a smartphone with no cables connected but with a 

ustomized Oculus controller attached to the top edge for accu- 

ate 6DoF tracking by the Oculus headset. Both the VR computer 

nd the mobile phone were connected to the same local wireless 

etwork to ensure fast data exchange. The mobile phone can then 

irelessly cast its screen to the computer at its native resolution 

https://www.oculus.com/rift-s/
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Fig. 3. (a) The modified tracker is installed on the top of the smartphone; (b) A 

new battery is attached to the bottom of the phone for better weight distribution. 
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Fig. 4. (a) The tracked phone in reality. (b) The real-time mirrored and textured 

virtual proxy phone. 

Fig. 5. (a) The aligned point-cloud data in the virtual environment; (b) Hand seg- 

mentation from the background. 
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ith negligible delay. A plugin will receive the mirrored screen 

ontent and project frames into the VR scene as a live texture on 

he virtual proxy phone screen. 

The RGB-Depth sensor captures the hand in a point-cloud for- 

at in its own camera coordinate system (CCS), and then the VR 

ystem renders these data points in the HMD coordinate system 

HCS). We conducted a calibration between the depth sensor and 

he VR system to get the transforming matrix (from CCS to HCS) to 

orrectly display the point-cloud hands in the VR scene. As shown 

n Fig. 2 b, a square base with a small notch and an internal protru-

ion was placed on the left side, holding one controller as the HCS 

eference; An image marker from the Vuforia tracking library 10 was 

ttached on the right side, working as the CCS reference. Thus, the 

rigin of the marker’s coordinate system and its scale were rigidly 

ligned with the controller’s virtual center, both of which can be 

sed as paired sampling points by the marker-based tracking and 

ontroller-based tracking, respectively. We captured 30 pairs of po- 

ition values while moving the headset and looking towards the 

eference set. We then retrieved the transforming matrix between 

he two coordinate systems by applying the Iterative Closest Point 

ICP) method. 

.2. 6DoF phone tracking 

As we mentioned above, the Oculus system has a robust and 

ccurate off-the-shelf visual tracking technique, and its controllers 

rovide stable and fast 6DoF tracking for spatial input. We disas- 

embled and modified the right controller into a portable tracker. 

he control chip and the trackable ring embedded with infrared 

EDs were attached to the top of the phone using a 3D printed 

onnecting case, avoiding any occlusion of the phone screen 

 Fig. 3 a). The controller’s virtual center and the phone screen’s top 

enter were accurately aligned as one rigid object, and the ren- 

ered proxy phone can be placed and tracked in the virtual scene 

ased on the modified controller’s position and orientation. The 

attery cartridge of the right controller was also removed, and an 

xtra new battery was then installed at the bottom of the phone to 

rovide a better overall weight distribution ( Fig. 3 b). Thus, the user 

an comfortably hold the device for a long period of time while 

oing the touch interaction. 

.3. Real-time phone screen mirroring 

Once the real phone was successfully tracked and aligned with 

he virtual proxy phone in VR, we captured the mobile screen’s 

ontent and fed it into the virtual phone’s screen as a live tex- 
10 https://www.ptc.com/en/products/augmented-reality/vuforia/ 

45 
ure. The Scrcpy screen mirroring software 11 was used to wirelessly 

ast our mobile phone screen content ( Fig. 4 a) to the VR com- 

uter. A customized screen recorder received this content and then 

treamed it into the VR system and textured it onto the phone sur- 

ace in real time ( Fig. 4 b). 

We established a Wi-Fi 6 wireless connection between the mo- 

ile phone and the VR computer to enable synchronously respon- 

ive updates of the projected screen in VR once the physical phone 

as touched. We also enabled the fingertip touch pointer (a white 

loid dot) on the mirrored screen to indicate where the touch was 

egistered, visually assisting the interaction. 

Although the Full HD or even higher screen resolution of mod- 

rn mobile phones provide enough pixels to fulfill the textured 

irtual screen theoretically, some content details, especially for 

ext, may get lost, and a blurry or pixelated visual feeling could be 

bserved in the VR view. This is because the copy of the mobile 

hone’s screen can only be displayed in a small region inside the 

D virtual space at the limited VR display resolution. 

.4. Hand segmentation and visualization 

To bring the 3D hand input into the VR scene, we first use an 

GB-Depth sensor (Intel RealSense SR305 12 ) to segment out the 

and from the background with the depth frame Fig. 5 a. This was 

one by removing the points located outside of the required depth 

ange (less than 0.1 meters or more than 0.8 meters from the 

amera center). We then detected the hand region from the fore- 

round by converting the foreground color image from the RGB to 

SV color space and applying the skin-color probability detection 
11 https://github.com/Genymobile/scrcpy/ 
12 https://www.intelrealsense.com/depth- camera- sr305/ 

https://www.ptc.com/en/products/augmented-reality/vuforia/
https://github.com/Genymobile/scrcpy/
https://www.intelrealsense.com/depth-camera-sr305/
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Fig. 6. The experiment setup. The user sits on the chair and holds the mobile 

phone with two hands while placing their elbows on the desk for support. 
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22] to get the skin-color pixels as the final hand region. With the 

ntrinsic and extrinsic parameters of the color camera and infrared 

amera, we finally can visualize the hand region in a point-cloud 

ormat in the 3D virtual space ( Fig. 5 b) by uploading the aligned

olor and depth values to the GPU for real-time rendering. 

.5. Implementation and performance 

We ran the VR system on a desktop computer (Intel Core i7- 

700 CPU @3.2GHz, 32G RAM, GTX 1080 GPU, Windows 10 OS, In- 

el Wi-Fi 6 AX200 with Wi-Fi 6 support). The smartphone (Sam- 

ung Galaxy Note 10 Plus, 12G RAM, 6.8-inch Quad HD screen at 

 resolution of 3040 ×1440, Wi-Fi 6 enabled) projected the mobile 

creen to the VR computer via our private network connection (at 

 bandwidth of 530 Mbps with 170 ms delay on average). 

The mobile phone screen refresh rate is 60 Hz natively, while 

he mirrored screen was transferred at 60 Hz as well since no ex- 

licit frame drop was found from the capturing rate of the Scrcpy 

lugin. However, during the final rendering step, the mobile screen 

as textured in the VR system at a resolution of 2476 × 1173, drop- 

ing to 48 frames per second (FPS) while still ensuring a clear 

nd smooth presentation of the screen content to the VR user. The 

ontroller-based tracker provided stable tracking (4.36 ± 2.91 mm) 

33] at an average frequency of 91 Hz, and the total weight added 

y the controller for the phone tracking was about 240g. The Re- 

lSense SR305 camera for hand detection ran at 60 FPS with a res- 

lution of 640 × 480 and 69 by 54 ◦ FoV. The point-cloud rendering 

as refreshed at about 78 FPS on the Rift S display (Supporting up 

o 80 FPS), which took up 80% of the GPU capability. 

. Smartphone touch interaction in VR 

We designed the first user study with the primary goal of eval- 

ating the tangible AV interface that we developed for the mobile 

hone in a fully immersive virtual environment, and investigating 

he benefits and limitations of this interface in VR compared with 

he direct interaction with mobile phones in reality. In this case, 

ur primary independent variable was the type of interfaces pre- 

ented and used for the mobile interaction ( Direct touch in physi- 

al reality vs. Augmented Virtuality operation in VR ). The dependent 

ariables were different perspectives of the user experience (eas- 

ness, workload, system usability, and so on). We tested everyday 

obile tasks based on mobile screen touching with both interfaces 

o collect usability data and feedback for our evaluation. 

.1. Study environment and set-up 

We set up our experiment in a small office room with a stan- 

ard desk and chair. Although the user could walk around holding 

he mobile phone while wearing the VR headset, they were asked 

o sit on the chair and hold the mobile phone with two hands. 

his setup enables natural and flexible operations with the smart- 

hone, where users can choose to use the phone in midair or put 

heir elbows on the desk edge to obtain physical support, as shown 

n the Fig. 6 . The experiment was conducted our experiment under 

 controlled lighting situation by keeping the room curtains closed. 

lthough the color filter is compatible with a broad range of skin 

olors in different lighting conditions, the controlled environment 

akes robust and high-quality virtual hand capturing and render- 

ng. 

To eliminate any potential influence from the environment, we 

lso created a virtual scene with a similar style and layout as the 

hysical office. For example, a virtual desk is placed in front of the 

ser in VR with the same color and size as the physical one, as 

artially shown in Fig. 5 b. Besides, a controller is located at the 

orner of the desk to align the virtual desk with the physical one, 
46 
o that users can naturally put their hands on the virtual desk and 

eceive consistent visual and touch feedback. 

.2. User study I 

In this study, we would like to verify if most of the essential 

veryday mobile tasks based on touchscreen interaction could be 

perated correctly and naturally in the VR environment. We se- 

ected five typical smartphone activities, and each was tested un- 

er both the real and virtual environments. For example, the user 

ould first answer the phone or reply to a text message directly 

n the actual phone with the touch input without any VR gears. 

he participant would also complete the same tasks on the virtual 

hone with our AV interface by wearing the Oculus headset. 

Our main research questions for this study were: 

(Q1) How can we use a smartphone with screen-touch input in 

 VR environment with the same interaction methods as in reality 

ithout taking off the VR headset? 

(Q2) What is the usability difference of the AV interface com- 

ared with physical input in reality for typical mobile phone appli- 

ations? 

Based on design experience and prior research [11–13] , we 

ade the following research hypotheses: 

(H1) By tracking the smartphone’s pose, mirroring its screen 

ontent, and capturing the user’s 3D hand data, we could bring 

 fully-featured smartphone and its touch-based interaction into a 

irtual environment. 

(H2) No significant difference would be found in common mo- 

ile interactions when using a smartphone in VR with our AV in- 

erface. 

.2.1. Experimental design 

We used a within-subject design for the study that each par- 

icipant would experience both conditions. The participants were 

sked to use the mobile phone as usual without the VR equipment, 

hich was considered as our control condition ( Reality ). We then 

rought the mobile phone with the same screen-touch interaction 

nto VR through the AV interfaces as the comparison ( AV ). The or- 

er of the interface conditions was counterbalanced between par- 

icipants. 

Each participant experienced five different applications, corre- 

ponding to five types of typical mobile phone activities under 

oth conditions, as described below: 

• Video call The participant makes a video call to the host (the 

author) via Skype and discusses some random topics for about 

a minute. 
• IM (Instant_messaging) The participant uses Facebook Messenger 

to communicate with the host about their feelings by sending 
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Fig. 7. SEQ results (Error bar: +/- SE ; ×: Mean; The higher, the better). 

Table 1 

SEQ statistical analysis result. 

Skype Messenger Twitter YouTube Photo 

Z −3.125 −3.661 −3.539 −3.444 −3.361 

p .002 < .001 < .001 .001 .001 

Table 2 

NASA-TLX statistical analysis result. 

Skype Messenger Twitter YouTube Photo 

Z −7.380 −8.838 −7.511 −7.905 −7.333 

p < .000 < .000 < .000 < .000 < .000 
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and receiving at least five pieces of messages, including plain 

texts, gif pictures, or emojis. 
• SNS (Social_networking_service) The participant checks new 

feeds from Twitter and posts their comments under one piece 

of interesting news. 
• Media Consumption The participant watches a short video from 

YouTube for one minute and then tries to jump to the end using 

the playback interface. 
• Photography The participant takes a photo of the local environ- 

ment or makes a selfie, and then reviews the photo in Google 

Photo and shares it with the host. 

Although people may use different mobile phone applications 

nstead of the specific ones used in the study, the functions and 

ser interfaces for each category are very common. Participants 

an quickly get used to the testing applications in our training ses- 

ions. Temporary accounts for these applications were created and 

ogged in before the user study, so no personal data was recorded. 

.2.2. Experimental procedure 

Before the study started, participants were introduced to the 

tudy design and the overall setup. The experiment began with the 

articipants signing a consent form, answering demographic ques- 

ions, and describing their VR/AR experience. The participants were 

hen explained about the new system and the experiment tasks, 

ollowed by a training session in which participants tried each in- 

erface condition for all tasks (1 minute) to get familiar with the 

ystem. After the training session for each condition, the five tasks 

entioned in Section 4.2.1 were tested in a randomized order for a 

onger time (2 minutes). Participants were asked to complete pre- 

efined questionnaires regarding the interface usability once all 

asks were completed. There was a 1-minute short break between 

ach task and a 10-minute long break applied between each con- 

ition. When all sessions (ten tasks in total for each participant) 

ere finished, a short interview was conducted to collect more 

ubjective comments. The whole procedure lasted about 60 min- 

tes on average, and the participants could stop the experiment 

nytime during the study if needed. 

Due to the Covid-19 pandemic, strict safety protection and san- 

tation rules were followed throughout the study. The headset and 

he mobile phone were carefully cleaned with wet sanitation tis- 

ues before each session. Participants’ hands were also sanitized 

efore and after the study. 

.2.3. Measurements 

We used several subject questionnaires to evaluate the user ex- 

erience across five testing tasks under each condition. We used 

he Single Ease Questionnaire (SEQ) [34] for measuring the total 

nterface difficulty, the NASA Task Load Index Questionnaire (TLX) 

34] for measuring the mental and physical workload, the System 

sability Scale (SUS) for measuring the usability of the interface, 

nd the User Experience Questionnaire (UEQ) [35] for measuring 

he general user experience. After completing both conditions, par- 

icipants were asked the following interview questions; 1) What 

re the user experience differences between the two conditions on 

ach task; 2) What are the pros and cons of the AV interface in the

irtual environment? 

.3. Result I 

In this section, we report on the first study results with statisti- 

al methods regarding the usability of our developed AV interface 

or mobile interaction tasks compared with similar interaction in 

eality. The mean difference was marked significant at the 5% level 

 α= .05), and the threshold was adjusted with the Bonferroni cor- 

ection for multiple post-hoc comparisons unless noted otherwise. 
47 
e summarize qualitative feedback collected from the participants 

rom the post-experiment interview. 

We recruited 21 participants (6 females and 15 males) from the 

niversity campus, with their ages ranging from 22 to 45 years old 

 M = 33.4, SD = 5.9). Fifteen of them (71%) reported having VR expe-

ience, while six (29%) had never used any VR devices. We con- 

rmed that all participants had their personal smartphones and 

ere familiar with the standard touch-based interfaces. On aver- 

ge, their everyday smartphone usage time was 1-2 hours for 24%, 

-3 hours for 38%, and more than 3 hours for the rest (38%). Their 

rimary usage for smartphones (multi-choice) was receiving and 

ending messages (81%), general web browsing (67%), photograph- 

ng (52%), phone calls (38%), video/audio calls (33%), and social me- 

ia checking (33%). 

.3.1. Task difficulties 

The SEQ is a 7-point single-question Likert scale regarding the 

otal difficulty of the task (1:Very Difficult, 7:Very Easy), and we 

ollected responses from the five mobile interaction tasks with this 

cale. The Wilcoxon Signed-Rank test was conducted to compare 

he statistical difference between two conditions on each sub-task. 

ignificant differences were found in all five categories between 

he two conditions, as shown in Fig. 7 . The mobile interaction in 

eality was considered significantly easier than that in VR for the 

ve tasks ( Table 1 ). For example, we found that in the AV condi-

ion, participants felt that text input was pretty tricky ( M = 3.857, 

E = 0.386). 

.3.2. Workload 

To evaluate the participants mental and physical efforts in 

ach condition, we used the NASA-TLX questionnaire, which con- 

ists of six rating items within a 100-point range with 5-point 

teps (0:very low, 100:very high). The Wilcoxon Signed-Rank test 

howed a significant difference in workload between the two con- 

itions across all five tasks ( Table 2 ). Fig. 8 shows the average TLX

ating results of each condition. Participants using the AV interface 

n the VR environment had a significantly higher workload in all 
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Fig. 8. NASA-TLX results (Error bar: +/- SE ; ×: Mean; The lower, the better). 

Fig. 9. SUS results (Error bar: +/- SE ; ×: Mean; The higher, the better). 

Table 3 

SUS statistical analysis result. 

Skype Messenger Twitter YouTube Photo 

Z −3.922 −4.017 −3.827 −3.921 −3.726 

p < .000 < .000 < .000 < .000 < .000 
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Fig. 10. UEQ results (Error bar: +/- SE ; ×: Mean; The higher, the better). 
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asks. We also noticed that messaging had a pretty high workload 

ith the AV method, which aligned well with the SEQ results. 

.3.3. System usability 

We used the SUS questionnaire to evaluate the system usabil- 

ty, consisting of 10 rating items with five response options (from 

trongly Disagree to Strongly Agree). A SUS score of 68 or above 

s viewed as above average system usability. We reviewed the re- 

ults of five tasks in the two conditions ( Fig. 9 ), and the Wilcoxon

igned-Rank test showed significant differences in system usabil- 

ty between the two interfaces across all five tasks. As shown in 

able 3 , the system usability of the physical application interaction 

control condition) was significantly higher than with the AV in- 

erface. However, the SUS results revealed that the usability of the 

alling ( M = 72.024, SE = 1.994) and the photographing ( M = 70.238,

E = 5.201) operations in the AV mode were both higher than the 

verage score, while the augmented message typing had the lowest 

core ( M = 59.400, SE = 3.380). In contrast, as all participants were

ery familiar with touch-based mobile interaction, the SUS scores 

rom the five tasks in the real world were higher than 70. 

.3.4. User experience 

The UEQ survey was used to evaluate the overall user experi- 

nce of the system. The scales were adjusted from between 1(very 

ad) to 7 (excellent) to between -3 (very bad) to 3 (excellent). All 

he operations in both conditions notably obtained a positive mean 

alue ( Fig. 10 ). With the Wilcoxon Signed-Rank test, no significant 

ifference was found on the calling task ( Z = -1.226, p = .220) be-
48 
ween the two conditions. However, there were significant differ- 

nces ( p < .001) in all other tasks. 

. Augmented smartphone typing in VR 

Some people may have an occlusion issue in daily scenarios 

hile typing on a small mobile screen keyboard as their finger- 

ip might cover the screen target, creating many typing errors and 

 low typing speed. In the AV scene, we found that the typing ex- 

erience was rated challenging and had the lowest usability score 

mong the five tasks, as presented in Section 4.3 . 

The color and transparency of the 3D hand in the AV interface 

an be changed to improve the on-screen content’s visibility and 

he typing experience on the virtual phone keyboard. We designed 

 follow-up study to explore if the augmented hand visualization 

tyle could improve text typing with the smartphone’s on-screen 

eyboard. The study focused on evaluating the performance and 

xperience of an augmented hand visualization regarding smart- 

hone text typing. We chose skin color as the independent vari- 

ble because colors can psychologically affect human visual search 

nd attention [36] . 

.1. User study II 

Based on prior research [17,22,37] , we chose to change the ren- 

ering color and transparency of the user’s virtual hands for the 

ugmented typing. The main research question for this study was: 

(Q3) How do the color and transparency of point-cloud hands 

ffect typing performance and user experience on smartphones in 

 VR environment? 

Our research hypotheses were: 

(H3) Using skin-colored hands for text input on the phone in VR 

elps with embodiment and the immersive experience compared 

o using other solid colors. 

(H4) Adding transparency to virtual hands would increase the 

erformance and reduce the occlusion issues during typing and 

mprove the overall typing user experience. 

.1.1. Experimental design 

We kept the exact system implementation and experiment 

etup described in Section 4.1 for the second study, except for 

he rendering configuration of the hand point-cloud. In specific, 

e added an extra configuration for users to choose the virtual 

ands’ rendering color and transparency beyond the real skin tex- 

ure. As shown in Fig. 11 , the hands can be rendered in a realistic

tyle or with a solid color, and the point-cloud could also be semi- 

ransparent with a see-through attribute. The transparency value 

as determined in a pilot study concerning the balance of the vir- 

ual hands’ penetrability and realism. Inspired by the hand repre- 
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Fig. 11. The different virtual hand visualization styles: (a) Realistic skin-colored 

non-transparent condition, (b) Augmented skin-colored semi-transparent condition, 

and (c) White-colored semi-transparent condition. 
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Fig. 12. Screenshots of the typing test software: (a) Character typing test; (b) Word 

typing test. 
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entation style in Oculus Quest system 

13 , we selected the white 

olor as one of our color conditions. It would allow the contour 

o be seen on top of the white-colored mobile keyboard to reduce 

he visual distraction from the noisy edge of the point-cloud data. 

n this study, three different visualization conditions were imple- 

ented for our comparison: 

• C1 Skin-colored non-transparent hands: The virtual hands were 

rendered with a real skin texture ( Fig. 11 a). 
• C2 Skin-colored semi-transparent hands: The skin-colored vir- 

tual hands were rendered with 30% opacity ( Fig. 11 b). 
• C3 White-colored semi-transparent hands: the virtual hands 

were rendered in a solid white color with 30% opacity ( Fig. 11 c).

.1.2. Experimental task 

With the same apparatus used in the first study, we developed 

wo different typing tasks for users with three interface conditions. 

he first task was to type single characters, including small and 

apital letters (a-z, A-Z) and numbers (0-9). One of the characters 

as randomly presented to participants at a time. The character 

as renewed after typing on the keyboard, even if the typed char- 

cter was incorrect. The default keyboard layout included all low- 

rcase letters and numbers, while the SHIFT key needed to be used 

o input a capital character. The second task was word typing, and 

articipants needed to type the whole word with a random length 

f 2 to 12 characters. The presented word would be updated after 

he space key was pressed. During the typing, the user could vol- 

ntarily choose to use the backspace key to correct typing errors. 

In each typing task, the participant had one minute to type on 

he mobile application 

14 and the accuracy and the total number 

f typed characters or words were logged by the software. Mean- 

hile, the participants were asked to type as fast and accurately as 

ossible. Screenshots of the sample test and results were shown in 

ig. 12 a and 12 b. 

.1.3. Experimental procedure 

We recruited the same participants from the first study in the 

ame order. A brief introduction of upcoming tasks was given to 

elp participants understand the basic concept. Participants were 

rained to get used to the AV typing with new hand rendering 

tyles and learn how to use provided three styles with the mobile 

eyboard in the VR environment. They had 6 minutes to freely 

ractice typing characters and words with all styled interfaces in 

he typing software. Participants had a 2-minute test (1 minute 

or characters and 1 minute for words) with each style condition, 

nd all conditions were conducted in a counterbalanced order to 

void any learning effect. After each test, participants were asked 

o answer a few related questionnaires. Once all the tests were 
13 https://www.oculus.com/quest-2/ 
14 https://play.google.com/store/apps/details?id=com.aswdc _ typingspeed 

f  

p

o

C

49 
nished, participants were expected to rank the three conditions 

nd provide subjective opinions about the interface and system via 

n interview. The typing accuracy and speed in each experimental 

ondition were automatically logged. The same COVID-19 safety 

recautions were continued as well. 

In the first user study, we enabled auto-correction for the mes- 

age typing to reproduce a practical daily application case. How- 

ver, in this test we disabled the auto-correction for the testing 

oftware for a basic result. The user study took about 30 min on 

verage for each participant. 

.1.4. Measurements 

We collected both objective and subjective data. For example, 

he typing speed and typing accuracy were collected in both 

haracter typing and word typing tasks. The typing speed is the 

umber of characters or words participants typed per minute. The 

yping accuracy describes the proportion of the correct characters 

r words entered in the total number of entries. The two parame- 

ers can be obtained directly from the typing software’s report. In 

ddition to the questionnaires used in the AV condition of the first 

tudy, we also added the Slater-Usoh-Steed Questionnaire (SUSQ 

or short to distinguish from SUS) [35] to measure the immersive 

eelings in VR with different rendering styles. 

.2. Result II 

In this section, we report on the experiment results with a 

tatistical analysis regarding the augmented hand visualization 

ethod for AV smartphone typing. 

.2.1. Performance 

We applied the Shapiro-Wilk test and found that some of the 

onditions were not following a normal distribution, so we used 

he Repeated-Measures ANOVA for our augmented typing accuracy 

nd speed analysis. In terms of the typing accuracy, we found no 

ignificant difference in typing characters between three different 

nterfaces ( F (2, 60) = .068, p = .935), or typing words ( F (2, 60) = .452,

 = .639). In terms of the typing speed, we also found no significant 

ifference in typing characters between the three different inter- 

aces ( F (2, 60) = .064, p = .938), or with typing words ( F (2, 60) = .250,

 = .780). However, as shown in Fig. 13 , by comparing the accuracy 

f the AV interface such as C1 with the physical typing interaction, 

1 provided a reasonably high accuracy (84% on character typing, 

https://www.oculus.com/quest-2/
https://play.google.com/store/apps/details?id=com.aswdc_typingspeed
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Fig. 13. Results of the typing accuracy (%) and speed (/min) in two typing tests 

(Error bar: +/- SE ). 

Fig. 14. SUSQ results (Error bar: +/- SE ; ×: Mean; The higher, the better). 
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4% on word typing) that were not much less accurate (93% and 

1% respectively) from the control condition. 

.2.2. Task difficulties and workload 

We measured the ease of text typing in the VE with the 

hree rendering methods. We used the Friedman Test and found 

hat there was no statistically significant difference between all 

hree conditions ( χ2 (2) = 0.226, p = .893, C1 ( M = 4.38, SE = 0.387),

2 ( M = 4.33, SE = 0.333), C3 ( M = 4.71, SE = 0.391)). We tested the

orkload of three AV interfaces and found no significant differ- 

nce ( χ2 (2) = 0.199, p = .905, C1 ( M = 42.19, SE = 3.25), C2 ( M = 42.19,

E = 3.25), C3 ( M = 42.19, SE = 3.25)). So, in this case, the hand ren-

ering difference with color or transparency did not influence the 

ask difficulties or workload. 

.2.3. System usability and immersiveness 

In terms of the SUS, all three hand rendering methods were 

ated around the average level of usability (C1: M = 62.98, SE = 4.35;

2: M = 65.83, SE = 3.78; C3: M = 61.79, SE = 5.23). While C2 received

he highest ratings, the difference between the conditions was 

ot statistically significant based on a Friedman Test ( χ2 (2) = 1.351, 

 = .509). 

To measure the immersiveness inside the VE with the AV in- 

erface, we recorded the SUSQ and found a significant differ- 

nce between three AV rendering interfaces using the Friedman 

est (( χ2 (2) = 9.980, p = .007). Followed by the Wilcoxon Signed- 

anks Test, the skin-colored non-transparent rendering method 

as rated significantly more immersive than the white-colored 

emi-transparent style ( Z = -3.338, p = .001, C1 ( M = 3.98, SE = 0.159),

2 ( M = 3.71, SE = 0.144), C3 ( M = 3.56, SE = 0.141)). Fig. 14 shows the
50 
ean immersion score from the SUSQ questionnaire for three ren- 

ering interfaces. 

.2.4. User experience 

This questionnaire’s results were also adjusted between -3 (very 

ad) to 3 (excellent), and the results indicated that the experi- 

nce was above the average score and positive. The Friedman Test 

howed a significant difference ( χ2 (2) = 6.858, p = .032) among the 

hree rendering styles. With post-hoc analysis using the Wilcoxon 

igned-Ranks Test, the natural hand color was found to be sig- 

ificantly better than the semi-transparent skin-color ( Z = -3.478, 

 = .001) and the semi-transparent white-color ( Z = -2.689, p = .007). 

owever, there was no significant difference between the natural 

and color condition and the semi-transparent skin-color condition 

 Z = -0.320, p = .749). 

. Discussion 

In this section, we discuss the results of our studied research 

uestions in more detail with experimental observations and post- 

xperiment interviews. 

.1. Bringing full-featured smartphone into VR 

Our developed AV system visually and tangibly brought full 

martphone functions and features into the VE while keeping the 

ame interaction modalities as in reality. Using the customized 

racker, the virtual phone model was well aligned with the actual 

hone, so that the user could feel the smartphone’s shape through 

ands. The hands were also captured and rendered with a dense 

oint-cloud in the virtual world. Both the dynamic visual and tac- 

ile feedback provided users with a consistent multimodal experi- 

nce coherently with the experience of using an actual smartphone 

ven in VR [38] . 

The five tasks in the first study ( Section 4.2 ) tested the smart- 

hone’s functions and its usability of fundamental interactions in 

R. With the provided system, participants could complete all 

martphone operations in VR while wearing the headset. As ex- 

ected, the easiness and overall workload were rated based on the 

ask complexity. The video call received the lowest rating while the 

essage input got the highest rating [39] . Regarding the system 

sability, the calling and photographing tasks got the highest score 

hile the message typing was still rated as the lowest. For other 

asks (e.g., browsing Twitter or watching YouTube videos), most in- 

eractions were handled by swiping the screen or clicking larger- 

ize buttons or icons, rated higher in most usability questionnaires 

han the typing task. 

From the post-experiment interview regarding the AV interface, 

ome participants said that “it gave a seamless experience with the 

eal phone while still being immersed in the virtual world” (User 1), 

with no breaking the VR experience” (User 9), and created “ good 

ink to reality” (User 20). User 11 mentioned that “the system is 

urprisingly good to play with the real phone”. User 20 also com- 

ented that the system “might motivate to bring people into VR 

orld”. On the other hand, there are also some negatives to be 

oticed. User 19 mentioned that “random misalignment errors and 

he rendered visual effects with noise worsen the button click, espe- 

ially when some of the buttons were located very close with each 

ther”. User 15 claimed that he/she “felt fatigued after some time”. 

owever, they commented that overall the system offered no sig- 

ificant difference with the experience of using a smartphone in 

eality. Therefore, H1 (bringing the full-featured mobile phone into 

R) is confirmed. 
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.2. AV vs. reality smartphone interaction 

Examining our research hypotheses from the results in 

ection 4.3 , we found that H2 (no difference between Reality and 

V interaction) was rejected as the usability of the AV interface for 

obile applications in the VR environment was significantly lower 

han the direct touch-based mobile interaction. 

Although with current VR hardware, it might not be easy to 

se for complicated tasks that require low-level details, like typing 

nd reading messages. Our AV mobile interface was still considered 

ood for certain simple tasks like answering a phone call, checking 

ideos, or taking photos in VR. A higher resolution VR display may 

e required to bring the mobile screen with its content into the VR 

nvironment for accurate and comfortable interaction. 

The AV typing was not as accurate or fast as the direct physical 

ouchscreen typing. However, the novel method provided a fairly 

ccurate input solution with a reasonable speed for users while 

earing the VR headset compared to the default controller-based 

yping for mainstream VR systems. This means that more text- 

ased social media applications like Twitter on the smartphone 

ould benefit from the AV interface for VR scenarios potentially. 

.3. Improving phone text typing in VR 

As discussed in the first study, we found that AV typing needed 

uite a lot of mental and physical effort to focus on, and eyes 

ould get tired after some time (User 1). Some reading/typing tasks 

eeded extra self-interpretation based on what was shown (User 

9). In addition to the clarity issue caused by the VR display reso- 

ution, some participants also noted that the typing difficulty was 

lso induced by 1) some delays happening when typing too fast 

User 21), and 2) the movement mismatched the virtual and real 

utton by heavy clicking. For example, one user pressed “W” on 

he physical keyboard when intending to type Q in the virtual view 

User 19). This problem could be addressed with more accurate 

nd responsive real-virtual object tracking in the future. 

Examining our research hypotheses in Section 5.2 , we found 

hat H3 (skin color helps embodiment and immersiveness) was 

onfirmed as the skin-colored style was rated significantly higher 

ith a better user experience than the solid color one, no mat- 

er whether the transparency was enabled or not. Our result was 

ligned with previous research. For example, the color of avatar 

ands could influence human psychological perceptions in VR [40] , 

nd the skin-colored presentation could help users perceive higher 

evels of virtual presence and enhance the VR experience [17,22] . 

H4 (transparency reduces the occlusion issue) was rejected. Al- 

hough the white transparent rendering method was rated signif- 

cantly lower regarding the immersiveness of the virtual environ- 

ent, both transparent interfaces had no performance difference 

rom the non-transparent condition. Moreover, the random edge 

oise of the point-cloud hand made it a bit difficult to concentrate 

User 20) during the test. The result was different from prior re- 

earch that a transparent hand could enhance environment percep- 

ion [26] and typing performance with a keyboard [17] . One possi- 

le reason would be that the size of the phone keyboard is much 

maller than that of a typical desktop keyboard. There could be 

wo or three virtual keys for the mobile phone within the region 

f a fingertip. Users could not able to identify which key was ac- 

ually hit below the relatively larger fingertip, even with the trans- 

arency clue. The dense distribution of the virtual keyboard layout 

ight also reduce the transparency advantage. 

.4. Psychological effect 

Instead of the mainly focused performance and usability results, 

e also discovered a few psychological effects for our AV inter- 
51 
ction. First of all, User 20 mentioned that he/she felt insecure 

ecause he/she could not know if someone was around to check 

is/her mobile screen that might have some private content that 

e/she did not prefer to share with others. Although the user can 

anipulate the mobile phone through the AV interface, he/she still 

eeds to understand the people around to get the context of the 

urroundings. The AV technology might make people un-social at 

ome point since people do not need to break the VR experience 

o complete most mobile actions and keep themselves inside the 

R for a longer time, a concern mentioned by User 14. User 14 also 

entioned the Uncanny Valley theory [41] . Specifically, the AV in- 

eraction could make the VR environment too good, which would 

ot always be a great idea. For example, he/she claimed that “In 

he beginning, this system feels very cool, but later I felt a bit scared, 

ecause the VR world is so real, which mixes me with the reality in 

 bad sense ” [sic]. Extra features need to be considered from the 

sychological perspective to reach a well-balanced point by mix- 

ng the real and virtual content to a certain extent. 

.5. Limitations 

Our AV interface had its limitations that could be improved in 

he future. A few users complained that the VR headset itself was 

oo heavy to wear with all of the sensors attached and was not 

ery friendly to people with glasses (User 10, User 11). Although 

e carefully considered the weight distribution of the attached 

racker on the smartphone to provide a better balance, the cur- 

ent kit was still heavy to hold for long-term usage. A customized 

hone case with embedded photodiodes for tracking could be 

eveloped to replace the current solution, and provide a light- 

eight VR tracking result with more reliable alignment between 

he screen content and the virtual phone model. Since we used 

 visual-based skin-color detection algorithm, the hand segmenta- 

ion could be significantly affected by the environmental lighting 

ondition. In some cases, skin-color like content, such as pictures 

n the mobile screen, might not be removed appropriately from 

he hand region. 

The user study in this research focused on the seated pose for 

articipants because of the above limitations. In contrast, inter- 

cting with the smartphone while moving around for participants 

ould be investigated once self-contained VR HMDs could be de- 

loyed for our implementation. 

. Conclusion and future work 

In sum, we present an AV interface that enables a user to op- 

rate a real smartphone in a VR environment. The system allows 

he user with a VR headset to hold a mobile phone and operate 

he touchscreen with their real hands, successfully bringing com- 

lete mobile interaction into VR in real time. Two user studies 

ere conducted to evaluate the advantages and limitations of this 

ovel interface based on typical mobile touch-based applications 

n the VR environment, especially for text typing on the screen. 

he results showed that our system successfully connected the ac- 

ual smartphone with the virtual world, and most users felt the 

ame experience in VR as using their smartphones in reality. How- 

ver, participants reported that our AV interface was significantly 

ifferent from the familiar mobile interface in the real world, with 

ess usability caused by the hardware and software limitations at 

his moment. They commented that the skin color textured render- 

ng interface could offer a better user experience and immersive- 

ess than other rendering styles. We provided a prototype and its 

ethod for researchers and developers to evaluate the daily mobile 

hone interaction in VR and explore possible design implications 

efore the mature VR phone solutions became widely available. 
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In the future, we plan to explore the design and development of 

ovel robust manipulation methods for virtual objects in VR envi- 

onments based on augmented mobile screen-touch input that we 

iscussed here. We would also like to explore asymmetric VR in- 

eraction, which will combine a classic VR controller or free-hand 

estures for 3D rough spatial operation with mobile touch input 

or 2D precise adjustment. This work focused more on bringing 

he mobile phone into the VR scene with old interaction patterns 

ather than demonstrating new phone-based interaction paradigms 

or VR. Such work can be conducted in the future to improve the 

sability of the VR phone and enrich phone-based interactions in 

irtual worlds. 
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