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Figure 1. We present a concept and a prototype of a system for creating personalized user interfaces from paper. Users can cut out preferred shapes
from paper and add interaction functionalities to them. The paper shapes and the user’s fingers are tracked by an RGBD camera mounted above the
interaction surface (Figure 1a). Our processing pipeline recognizes and measures manipulations of the shapes (Figure 1b), such as movements and
touches, which can be mapped to certain functions according to the assigned interactions, e.g. for controlling a toy rover as illustrated in Figure 1c.

ABSTRACT
User interfaces rarely adapt to the specific user preferences or
the task at hand. We present a method that allows to quickly
and inexpensively create personalized interfaces from plain
paper. Users can cut out shapes and assign control functions
to these paper snippets via a simple configuration interface.
After configuration, control takes place entirely through the
manipulation of the paper shapes, providing the experience of
a tailored tangible user interface. The shapes and assignments
can be dynamically changed during use. Our system is based
on markerless tracking of the user’s fingers and the paper
shapes on a surface using an RGBD camera mounted above the
interaction space, which is the only hardware sensor required.
Our approach and system are backed up by two studies where
we determined what shapes and interaction abstractions users
prefer, and verified that users can indeed employ our system
to build real applications with paper snippet interfaces.
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INTRODUCTION
Tangible user interfaces, such as buttons and knobs, enjoy
widespread use for controlling appliances: they naturally arose
as controls of purely mechanical devices before the emergence
of digital products, and virtual implementations of the inter-
action patterns they express are ubiquitous in graphical user
interfaces (GUIs) for software as well. In fact, with the spread
of displays in the past decades, more and more interactions
have been transferred from tangible mechanical controls or
remote controls to GUIs. These have the advantage of being
able to display changing content and are therefore highly flexi-
ble and widely applicable. However, GUIs often do not induce
any haptic sensation, which humans innately prefer over pas-
sive interfaces [42] and moreover GUIs usually do not provide
common physical interactions humans are used to, such as
easily moving, adding, or removing elements. This has given
rise to the creation and proliferation of tangible user interfaces



(TUIs) in the past two decades with the aim of making interac-
tions more natural and binding virtual elements and functions
to real objects. TUIs, which can take almost any physical form,
are also conducive to the fundamental goal of ubiquitous com-
puting: making computers (and their controllers) disappear
physically and mentally into users’ environments [37].

However, TUIs usually cannot adapt to a specific user nor to
the task the user intends to carry out, simply because they are
hardware devices and are thus constrained to – and by – their
physical form. Consequently, many tangible interfaces that
we use in our daily lives (e.g., traditional TV remote controls)
are often built to provide interactors for all functions of the
controlled device, even if these functions are used only rarely –
or never. This can be overcome with interfaces that are able to
change their shape during interaction [11] [21]. However, this
currently requires complex and expensive electro-mechanical
systems.

An intriguing solution for adaptive user interfaces is to let
users themselves create and assemble their personalized user
interfaces from inexpensive everyday materials (e.g., paper,
cardboard, or playdough), and enabling them to link these
TUIs to device functions. This would allow users to create
exactly the interfaces they require, at their desired level of
complexity.

Such an approach enables various applications. First, it ben-
efits the process of user interface prototyping, where paper
snippets are commonly used, by making it possible to add
actual functionality to the paper shapes and thus being able to
rapidly test designed interfaces – this enables us to bridge the
“ideation” and “implementation” steps in the design process,
which are typically separate [4]. Furthermore, the interfaces
can easily be reconfigured, thereby enabling quicker iterations
in the design process and an earlier realization of potentially er-
roneous approaches as the UI does not have to be implemented
first, which entails high development cost.

Second, an approach like this could be used in various real
applications for example in the domain of building control,
where it would permit the creation of passive control interfaces
for lights, blinds, AC, and other devices that are attached to
surfaces and walls without requiring infrastructure such as
power and control lines. This would provide an installation
that can be easily reconfigured, which becomes necessary
as building automation companies are searching for ways to
flexibly rearrange the spaces we live and work in, in response
to user preferences.

Third, the development towards the increasingly automated
operation of industrial equipment entails less frequent direct
interactions of workers with machines in industrial shopfloors.
In the wake of this process, adaptive, tactical, user interfaces
would enable us to avoid cluttering workshops with UIs that
are operated infrequently (and might not even be suitable for a
particular user). Rather, they would enable workers bring their
own interfaces with them, quickly assemble and configure
them, and use them to interact with machines throughout the
production space.

Contributions
This paper presents a system that allows users to create their
own, personalized, user interfaces by cutting out arbitrary
paper snippets and assembling them on a suitable surface
(e.g., a table). We track both the shapes and the user’s fingers
with a RGBD (colour and depth) camera without the need to
employ any markers, enabling a natural control of devices and
permitting a wide range of interaction abstractions. In addition,
our system allows for dynamically adding and removing paper
snippets from the interface.

We determined the types of interactions that such a system
should enable through an elicitation study with 20 partici-
pants, and deduced 25 abstract interactions, out of which the
13 most common ones were implemented in our prototype –
these interaction abstractions cover more than 92% of all ob-
served interactions from the elicitation study. When creating
an interface using our system, users cut out paper shapes and
assign interaction abstractions to them; being tracked by the
RGBD camera, these shapes respond to corresponding user in-
teractions by emitting events that carry the relevant interaction
information (e.g., the distance a shape was moved; the angle it
was rotated; the duration it was tapped, etc.). These events are
subsequently passed to any (networked) consumer where they
trigger application functionality – this can be configured using
a common dataflow programming language. We evaluated our
complete prototype in another user study, which showed that
participants were able to use our system to successfully create
fully functioning interfaces for several different applications,
such as controlling a sound system.

RELATED WORK
Already in 1995, Fitzmaurice et al. [10] presented Bricks, an
approach that connects physical bricks, laid out on a display
surface, to virtual graphical counterparts depicted on the dis-
play. The virtual shapes can be manipulated, e.g. moved or
rotated by manipulating the corresponding bricks. Shortly
after, Ishii et al. [17] presented their vision of Tangible Bits,
aiming at a coupling of digital information to physical objects
and thereby making this information tangible. This coupling
should also allow the manipulation of the digital state by the
manipulation of the objects. Our approach fits this concept
well by coupling components made from simple and inex-
pensive material, in our case paper shapes created by users
themselves, to digital control components.

Dedicated tangible interfaces
Complex tangible interfaces that feature high representation ca-
pabilities are enabled by the interface changing its shape [11].
This may be combined with an augmented reality (AR) appli-
cation [24] to add a tangible representation of the AR content.
Shape-changing tangible interfaces can also be used to com-
bine different elements such as sliders or knobs in a single
component [21]. Studies on shape-changing interfaces can
be found in [7, 22]. These interfaces provide an interesting
approach in the area of dynamic and adaptable interfaces, how-
ever, they also entail relatively complex hardware and high
cost. We intend to follow the opposite direction. Users should
be enabled to create their own personalized interfaces from



simple, inexpensive material, and should be able to easily
change and recreate interfaces themselves.

Printable circuits
One possibility for using paper for interaction elements is to
print electronic circuits onto it. A number of projects have
recently explored combining paper with electronics. For ex-
ample, Instant Inkjet Circuits [18] and Printem [5] are sim-
ply created by a modified printer. The projects Sketching in
circuits [30], PaperPulse [32], CodeCollage [31], and Light-
ItUp [14] specifically explore how users combine various in-
teractive paper electronics elements. The recent Pulp non-
fiction [41] extends regular paper with capacitive touch and
pen sensing. Some paper electronics are even available in
commercial products such as Chibitronics1 or DynamicLand2.
The fundamental difference to our approach is that the paper,
on which the circuits were printed to glued or stuck to, has to
stay in a single piece, i.e. the user cannot create independent
interaction elements which can be moved or reassembled, and
as such the paper circuits act more as printouts of graphical
user interfaces than tangible interfaces.

Using everyday objects as interfaces
In addition to the creation of dedicated tangible user interfaces
as mentioned above, arbitrary objects in the user’s environ-
ment can also be used as tangible interfaces. Pohl et al. [29]
investigated the space of everyday objects that could be useful
as tangible controllers and found that there is both a diverse set
of objects available and potential use for them. This concept
is employed in several works in order to assign different func-
tions to different objects, e.g. in painting applications [12, 34].
Often, a workspace is instrumented with overhead cameras to
track simple objects and their movements and map them to
control functions, for example, iCon [6] repurposes physical
objects to control other objects by augmenting them with a
trackable paper label. Corsten et al. [8] do the same without
markers, using an over-head depth camera for pose estimation.
Funk et al. [13] present an augmented workspace in which
everyday objects can be combined into personalized control
widgets. The idea of using objects as tangible interfaces is
also used in mobile settings by employing tablets [1,15,16] or
head-mounted AR displays [2]. In contrast to visual sensing,
project Zanzibar [35] contributes a portable rubber mat with
embedded NFC readers that recognize various objects placed
on top. This mat can be used to create reconfigurable tangible
controls similar to our system.

Similar to our work, using simple objects in the user’s environ-
ment also has the goal of using readily available components
as TUIs at no (or hardly any) extra cost. Nevertheless, instead
of using arbitrary objects, we intend to let users design their
own interfaces – according to their personal preferences and
abilities. Furthermore, our interfaces do not interfere with the
normal use of objects (e.g., drinking from a mug that is also
used as a “dial” TUI).

1https://chibitronics.com/
2https://dynamicland.org/

Reconfigurable interfaces from simple materials
Besides, using existing physical objects as interfaces, there
are other approaches which allow personalized interfaces and
reconfiguration as in ours. Kelly et al. [19] recently presented
ARcadia, which is intended for rapid prototyping. Control
elements such as buttons, wheels, or sliders can be cut out
from paper or cardboard, arranged and then assigned a cer-
tain function in a browser application. Fiducial markers are
attached to the shapes in order to recognize and track them
using a webcam, e.g. a laptop camera. The laptop can be
used to configure the function assignments at the same time,
as ARcadia requires an additional input device for this task.
Using markers has the advantage of being able to track the
shapes very accurately and giving the shapes a unique identity,
however, the user has to provide the markers for every shape
in the interface construction process, e.g. by printing them.
In contrast to ARcadia, our intention was to make the TUI
creation process as simple as possible. Hence, we avoid the
use of markers and directly track the shapes and the user’s
fingers. We furthermore enable a broader range of interactions,
as we (1) track the fingers separately from the markers, thereby
allowing users to simply tap on shapes – or swipe over them
– instead of having to cover an entire marker, and (2) study
which interaction behavior is employed by participants in an
elicitation study resulting in a wider set of possible interactions
which goes beyond simple movements and rotations.

The VoodooSketch [3] system allows users to draw user inter-
face elements on light-reflective paper that are recognized by
an over-head camera like in our setting. Our system provides
similar flexibility and ease of use, the main difference is in
creating the widgets via drawing or cutting and the selection
of supported materials.

Olberling et al. [28] work relies on printable circuits as men-
tioned above but furthermore allows cutting interaction ele-
ments from the circuit-augmented paper. They presented a
special wiring topology for multitouch sensors that make them
robust to cutting, so users can define and cut personalized UI
elements. An advantage of our approach is that no special
material is required. The sensing part of our system, an RGBD
camera, can be reused and any kind of paper can be used for
cutting out shapes. Moreover, with the camera tracking, our
approach allows the position and the movement of the widgets
to be taken into account when defining controls.

Object tracking
An important component of these approaches is the recog-
nition and tracking of the elements, which may be printed
circuits or real-world object, as mentioned above. There are
various technologies for tracking user-defined elements on a
surface, all having their advantages and disadvantages. With
cameras, for example, ShadowTracking [9] recognizes sil-
houette shadows from above a well-lit touch screen, VoodoS-
ketch [3] and RetroDepth [20] apply special retro-reflective
surfaces. DIRECT [39] combines RGBD and IR input. In our
approach, we do not only track the position of the finger, but
also its orientation. Instead of vision, also other modalities
such as radar sensing [40] have been used. Voelker et al. [36]
presented Passive Untouched Capacitive Widgets that can be

https://chibitronics.com/
https://dynamicland.org/


Figure 2. An example for a paper interface: a trackbar.

tracked on top of unmodified capacitive touch screens. SLAP-
Widgets [38] provide tangible transparent silicon elements
that can be reconfigured on the fly as various UI elements.
The actual functions are projected onto the blank elements
with an overhead projector. The elements are recognized from
the bottom via IR-reflective identifiers. In comparison with
our approach, the elements cannot be defined by the user in a
simple manner.

ELICITATION STUDY
Technically, our approach is based on visually tracking user-
cut paper shapes. The manipulations users perform (i.e. move-
ments, rotations, touches, etc.) are then mapped to specific
value changes or discrete actions. For example, a user might
create a paper circle intending it to be a knob he/she can use
to control the volume of a sound system. The user should
also be able to assemble basic shapes to groups, which then
represent an interface element, e.g. one could use two rectan-
gles and a circle to create a trackbar as shown in Figure 2. In
order to infer this mapping from a certain shape or group, we
either require a fixed set of shapes and groups with a fixed
mapping, which we can automatically recognize, or a set of
mappings the user can assign to the shapes. The first case has
the advantage of allowing the user to directly employ a shape
or group without having to assign an interaction behavior to
it, but would limit him/her to the fixed set of known shapes.
This observation is closely related to the concept of affordance,
introduced by Donald Norman [26], which describes the inter-
action possibilities a human perceives when encountering an
object or another thing in his/her environment, e.g. that one
can throw a ball or push a button. We are specifically inter-
ested in which affordances different paper shapes or groups
have.

Our initial hypothesis was that there would be a common
ground on the affordances of certain shapes among users. To
validate this hypothesis, we carried out an elicitation study to
investigate which shapes users would cut out for specific use
cases. We invited 20 participants (seven female, average age:
29.1 years, ranging from 15 to 69 years) and asked them to
imagine different scenarios in which they had to control a set
of appliances using paper shapes they cut out themselves as
controls. We included the four scenarios listed below with
the corresponding appliances or functionality which had to be
controlled.

1. Office: blinds (up/down), temperature, ventilation, a light
bulb (on/off), an LED with adjustable brightness and color
temperature, a doorbell.

2. Movie remote control: play/pause, fast-forward, rewind,
volume, back button, ok-button, directions for selection
cursor.

Figure 3. Two examples of interfaces participants designed. Left: An
interface for controlling a smart workplace, similar to what one might
expect. Right: A complex interface for controlling a movie.

3. Drone: 3D movement (translation in each direction), rota-
tion (horizontal rotation), taking a picture.

4. Car: air temperature, driver’s seat temperature, driving
modes (eco, comfort, sport), driver’s seat adjustment (back-
rest tilt, seat pitch, seat height).

We provided the participants with sheets of paper in different
colors and a pair of scissors, and let them cut out the shapes and
groups they believed were best suited to provide the specific
control functionality.

In contrast to our assumption, the shapes and assembled groups
the participants created varied a lot. While some interfaces
were implemented similar to our expectations (and to com-
mon everyday interfaces), many of them would not be un-
derstandable for another person without further explanation
(cf. Figure 3). Often, the interfaces were relatively complex,
because a single shape would be assigned a range of different
functions. We furthermore did not find a consistent use of
differently colored paper.

What we did find are common abstractions of interaction ele-
ments (or interaction patterns). The interaction elements may
not have the same appearance (i.e., shape), but the same be-
havior. For example, many participants use buttons which
could be tapped and which all related to the same underlying
behavior despite being different in appearance. Hence, we
decided to not implement an automatic recognition of shapes
together with an automatic assignment of the interaction be-
havior, but to implement a system which allows the user to
create an arbitrary shape and assign the intended behavior
him-/herself from this set of identified common abstractions.
The fact that all participants thought that their personal inter-
face made sense with respect to the given task emphasizes the
strength of the underlying idea, i.e., that the interfaces can be
fully personalized to each individual’s preferences.

Touchets
From the elicitation study, we inferred a set of 25 abstract
interactions, which we refer to as touchets. A touchet repre-
sents a behavior a certain shape or a group of shapes should
exhibit, e.g. a “finger slider” should allow a piece of paper to
become a slider manipulated by the movement of the finger
on top of it – note that this concept is independent of what
the shape actually looks like. We found five categories of
touchets, the two largest ones being buttons and sliders. In
the following, we will shortly describe each identified touchet.
In our implementation, touchets propagate their manipulation



by returning events, which we also explain here. For some
of the touchets we added a picture displaying some elements
that actually occurred in the study with visualizations showing
how a shape may be moved or touched, however, these are
merely examples of shapes or groups that could be assigned
the corresponding touchet.

Button Touchets
1. Button (B): A simple button which returns a

“touched” event when the user’s finger touches
it.

2. Hold Button (HB): A button which can distinguish
between a short and a long press. It also re-
turns an event with the duration of being pressed.

3. Positional Button (PB): A positional button
may contain several clickable zones, which are
defined by the user.

4. Positional Hold Button (PHB): The same as a positional
button, but with hold buttons instead of buttons.

Finger Sliders
Finger sliders react to a user moving his/her finger above them,
i.e. they track the position of the finger relative to the slider.
They return this position as a relative value whenever the finger
is moved. The finger is always kept close to the slider.

5. Finger Slider (FS): A 1D finger slider with a
straight axis.

6. 2D Finger Slider (2FS): A 2D finger slider that
reacts to the movement of the finger in two di-
rections.

7. Curved Finger Slider (CFS): A 1D finger
slider, however, with a curved axis.

8. Special Finger Slider (SFS): A finger slider
with an arbitrary shape.

9. Swipe Button (SB): A finger slider that returns
the direction of the swipe.

Shape Sliders
Shape sliders are similar to finger sliders with the difference
that the value is not set by the finger directly, but by moving
an indicator shape relative to a reference shape.

10. Slider (S): A 1D slider with an indicator shape
and a reference shape. It returns the relative
position of the indicator to the main axis of the
reference shape, which is defined by the user by
identifying the two endpoints of the axis.

11. Circular Slider (CS): For circular sliders, the
indicator shape can be rotated around the ref-
erence shape. The touchet returns the current
rotation angle.

12. Unbounded Slider (US): A 1D slider without
an upper bound. The returned value is the dis-
tance of the indicator shape to the reference.

13. 2D Unbounded Slider (2US): An unbounded
slider that returns the distances from the refer-
ence shape on two orthogonal axes.

14. Trackbar (T): A trackbar consists of three
shapes, two representing the lower and upper
bounds, and the third being the indicator. It re-
turns the relative position w.r.t. the bounds.

15. 2D Trackbar (2T): A trackbar where the indi-
cator can be moved on a 2D area bounded hori-
zontally and vertically by four reference shapes.
It returns the corresponding relative position for
both axes.

16. Initial Position Offset Slider (IS): A single
shape that returns the current distance from the
position it was first touched along a single axis.

17. 2D Initial Position Offset Slider (2IS): The
same as above only returning the distance from
the initial position on two orthogonal axes.

18. Rotation (R): A single shape that reports the
current rotation angle relative to the position it
was in at the beginning of being touched and
relative to its initial position on the table.

19. Angle (A): Returns the current angle between
two shapes.

Hand Touchets
These interactions all concern the movement of the user’s hand
directly, and independent of the paper shapes. Hence, they
do not fit into our concept of interacting with paper shape
and were also relatively rare. However, we list them here for
completeness.

20. Hand Horizontal Position (HP): Returns the
2D position of the hand in the plane parallel to
the interaction surface.

21. Hand Rotation (HR): Returns the rotation of
the hand in the plane parallel to the surface
around the center of the hand.

22. Hand Height (HH): Returns the height of the
hand from the surface.

23. Hand Tilt (HT): Returns the two angles of a
virtual plane represented by the hand relative to
the surface.

Special touchets
24. Existence (E): The existence touchet consists of a sin-

gle shape which returns a boolean value referring to
whether it is currently placed on the surface or not.

25. Containment (C): Consisting of two shapes, it
returns a boolean value referring to whether the
smaller shape is currently contained within the
larger one or not.

Touchets provide a powerful abstraction from the actual shapes
and thereby enable users to personalize their TUIs. In addition,
it is possible to assign multiple touchets to the same shape or
group, which will then react to more interactions. Hence, our



touchets approach allows users to model and create complex
interfaces. Besides, this approach has the benefit that we do
not have to classify the shapes, but only track each shape and
group and its touchet assignment.

Frequency of Touchet Occurrence
The touchets presented above cover the complete set of in-
teraction abstractions observed in the study. When using our
approach, one has to assign the touchet functionality to the
cut-out paper shapes. Providing the user with a large set of
touchets might lead to confusion and make it difficult to choose
the appropriate touchet. Hence, we counted the frequency of
occurrence of touchet instances in the study in order to select
the most popular touchets for our prototype system. In total
we found 702 touchet instances. Table 1 shows the frequency
of each touchet. Only nine touchets account for over 90% of
occurrences. Based on the frequencies, we decided to include
all touchets with a count of at least five in our implementation.
However, we excluded the “hand height” (HH), as it does
not fit into our concept of paper interaction. Another touchet
we omit is “existence” (E), as shapes may not have a unique
appearance and it hence is difficult to track a shape visually
which is taken away from the surface and reused later. The 13
selected touchets cover over 92% of occurrences; we hence
provide a nearly complete set of interaction elements without
overwhelming the user.

TAILORED CONTROLS

Method Overview
We first describe the typical process of using user-defined
paper snippets for controlling appliances.3 After the user
has cut out and arranged his/her shapes, he/she has to assign
touchets to the shapes to add functionality, i.e. responsive
behavior, to them. This is done by placing the finger in the
corner (shown as a blue square in Figure 1b), which opens
a menu to select a touchet. For some touchets, the user may
have to select several shapes, e.g. for a slider, an indicator
and a referential element are required. Similarly, one can
assign pre-defined actions to the shapes by opening another
menu using the green square. Actions are tags which can be
used by the attached application to distinguish which shape
was touched (as there might be several buttons for example).
From now on the touchet instance emits the corresponding
event carrying the relevant information about its state and the
action tag whenever it is manipulated by the user. These events
then can be used in any connected application, as explained
below. Our implementation reacts to all changes immediately,
e.g. movements of the reference shapes of a trackbar touchet
instance change the corresponding bounds, which directly also
changes the trackbar’s value.

From the touchets we selected for our prototype, we can derive
two main requirements: tracking the shapes and groups which
have touchets assigned to them, and tracking the 3D-position
of the hand, especially of the fingers. Here, we restrict the
finger tracking to a single stretched out finger. A way to fulfil
these requirements using only a single hardware sensor is to
3The use of our prototype is furthermore showcased in a video avail-
able at https://youtu.be/p_wS6BhTpQQ.

use an RGBD camera mounted above the interaction surface
(cf. Figure 1a). The depth information is particularly important
to detect when the finger touches the surface or a shape. An
overview of our processing pipeline is depicted in Figure 4.
On the depth image, we perform a color-independent hand seg-
mentation based on depth-thresholding. In the hand segment,
we find a first estimate of a stretched out finger. We then track
the fingertip using an optical flow algorithm, which allows us
to obtain the changes in position of key points on the finger-
tip between each pair of consecutive frames. Knowing the
2D-position of the fingertip, we can obtain the finger’s height
from the depth image as well and thereby deduce whether the
user is currently touching the surface or a shape on the surface.
Based on the RGB image, we track all the shapes in the field
of view of the camera. As soon as a shape is placed on the
surface, it is assigned a unique identifier. Each shape is tracked
continuously by a shape tracking algorithm we designed for
this purpose, which returns an estimate of the translation and
rotation a shape has undergone between two frames. This is
a challenging problem, as a significant part of a shape may
be occluded by the user’s hand. Finally, we combine the in-
formation about the finger and shape positions and thereby
can detect whether the user is touching a shape, swiping over
it, or moving it. If any of the actions performed matches the
touchet specification assigned to the touched shape, an event
is forwarded to a server, from where this information can be
relayed to other applications. For example, a “button” touchet
will not react to rotation, but a “rotation” touchet will.

For configuring the propagation of events, we use Node-RED4,
a programming tool which allows to connect and program
hardware devices, APIs, and online services in a GUI editor.
Using Node-RED, users can completely customize their own
application. For frequent use, the Node-RED parts can cer-
tainly also be pre-implemented, so that the user can simply
connect the touchet events to these pre-configured actions.

Setup
For the RGB-D camera, we use an Intel RealSense D435,
which we mount 40 cm above a table as shown in Figure 1a.
The camera monitors a rectangular area of about 43 cm by
32 cm. The camera stream is processed by a desktop computer
with an Intel i7-4790K 4x4 GHz CPU 16 GB of RAM. All the
processing runs on the CPU. The source code of the system
can be downloaded from https://github.com/vincentbecker/

TailoredControls.

Image Preprocessing
Before detecting the hands and shapes, we first preprocess the
color and depth images from the camera. The RGB image is
merely aligned with the depth image so that the coordinate
systems correspond to each other. The depth image requires
further processing due to noise: We first apply a temporal filter
to reduce the noise. Additionally, to remove spurious errors
in the depth image where the values are clearly too high, we
employ a hole filling algorithm, which takes the neighboring
pixels of such a hole into account. Both algorithms are avail-
able in the RealSense library. Another problem is that the
4https://nodered.org/
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Touchet B HB R PB S PHB E US T FS 2T 2FS SB CS HH IS A 2IS HT 2US C CFS SFS HP HR

Freq. 233 95 73 66 46 38 33 30 24 14 8 7 7 5 5 4 3 2 2 2 1 1 1 1 1

Table 1. The frequency of occurrence of each touchet in the elicitation study sorted according to the frequency.

Depth image

RGB image

Touch 
detection

Event propagation, 
e.g. to NodeRED

Hand & fingertip 
detection

Manipulation trackingShape detection and tracking

Hand & finger tracking

greyscale

Figure 4. Our processing pipeline mainly consisting of finger and shape tracking based on the images from the depth camera.

camera plane is usually not perfectly parallel to the interaction
surface, resulting in some areas of the surface being perceived
as further away, which interferes with the hand and finger
detection on the surface. In order to prevent this from hap-
pening, we take a snapshot of the depth values when starting
the system and henceforth subtract these from the currently
recorded image. Consequently, all points on the surface have
the same depth, which facilitates further processing.

Finger Detection and Tracking
One main requirement is the ability to track the hand and
fingers in order to detect when the user is touching and ma-
nipulating the shapes. In an optimal case, we would know
the pose of the complete hand. For this purpose, we tested
several hand pose estimation algorithms such as [27], but none
showed a satisfying accuracy although having high computa-
tional requirements. Hence, we restricted the way users may
manipulate shapes to the most common one, touching them
with a single fingertip, and designed an efficient tracking algo-
rithm for this case. Furthermore, we require the contours of
the hand to know when shapes are occluded. We assume that
there are no objects in the field of view of the camera apart
from the paper shapes and the hand. Hence, we can distinguish
the hand by applying thresholding to the depth image, as the
shapes are flat. We threshold the image at a level of 1 mm to
obtain a binary mask of the hand and apply a contour finding
algorithm. From all the resulting contours, we take the largest
one, as we assume the hand and arm to be the only larger 3D
object in the scene. Thereby, we obtain a rough estimate of
the hand and arm position. To find the fingers, we search for
defects in the convex hull around the hand. The fingertips
are the corners of the convex polygon. Unfortunately, even
after preprocessing the depth image, there is still a significant
amount of noise, which deteriorates the accuracy of the finger-
tip position. Hence, we do not only search for the fingertip in
the 1 mm-thresholded binary mask, but also in higher masks.

Figure 5. The resulting corner points of the finger finding algorithm
applied on different depth levels.

We thereby obtain several corner points along the top of the
fingers as illustrated in Figure 5. Afterwards, we apply a clos-
ing morphology on the corner points in order to merge nearby
points. Fingertips then appear as the ends of point clusters.

We assume that the relevant fingertip for touching is the point
furthest away from the arm. We can find the arm as the part of
the body which intersects the image frame.

The detection step described above by itself merely provides
the current location of the fingertip, but not its movement over
time, which is relevant to recognize and track interactions
with the shapes. In order to actually track the finger, we
apply the Lucas-Kanade optical flow algorithm [25] to the
detected finger region in the greyscaled RGB stream. The
algorithm is able to find salient keypoints in the region and
track their position across multiple frames. We apply it as
soon as a finger is detected in the images. As multiple points
are tracked, we can not only calculate the translation of the
finger across frames, but also its rotation by matching the two
corresponding point sets from two consecutive frames. This is
done by computing the best-fitting rigid transformation [33].
With the 2D location of the fingertip we can directly extract
its height above the surface from the depth map and deduce
whether the user is touching a shape or not.



Figure 6. The binary shape masks with the detected hand region.

Evaluation of Fingertip Detection
In order to evaluate the accuracy of the fingertip detection, we
recorded several sequences during which a participant moved
their fingers below the camera. We then manually annotated
the position of the fingertip in order to compare it to our estima-
tion. In total, we annotated 1137 frames from six participants
(note that our detection method works independent of skin
color). On average, the error was 15 pixels which corresponds
to approximately 1 cm, however, this average was influenced
by few large errors which occur when the hand is entering
the field of view of the camera. The median error was 8.6
pixels, which is accurate enough given shape sizes of a few
centimeters.

Shape Tracking
Detecting and tracking the shapes is performed purely on the
RGB image, as the depth image does not contain any infor-
mation about the flat paper shapes. We assume the interaction
surface to be unicolored with low saturation, e.g. a standard
table. To detect the shapes we convert the RGB image to
the HSV color space and threshold the saturation channel (as-
suming the shapes have a different color than the table). In
the resulting binary mask, we find the contours. From these
shape candidates, we exclude those in the area covered by the
hand contour, as illustrated in Figure 6. Whenever a shape
is occluded by the hand or arm, we try to match reappearing
shapes by their position to recover the shape identity.

Tracking Manipulations of Shapes
Knowing the position of the fingertip and the shapes, we can
detect when a user touches a shape. To fulfil the necessary
requirements to recognize all possible touchet interactions, we
have to detect for how long a shape is touched and whether it
is swiped upon, as well as the translation and rotation of the
shape in case of a movement. A swipe can be distinguished
from moving the shape by the fact that only the finger, but not
the shape itself moves. For movements of shapes, we track the
change in translation and rotation from a shape’s appearance
for every frame since the shape was touched as this might
induce a parameter value change which we want to be able to
follow continuously. Since the shape is occluded by the finger
(and the finger position might also shift during the movement),
applying a direct transformation calculation through a best-fit
algorithm as for the finger tracking is not possible. Instead, we
take a snapshot of the shape in the moment it is first touched
and calculate the translation between the currently detected
shape and the snapshot. For the rotation, we iteratively test for
the best fit employing an efficient ternary search. The search

uses the rotation estimate of the finger as a starting point,
however, as the finger position and rotation might change
independently of the shape during the movement, this can only
be used as a first indication. The measure for a fit is the area
of intersection between the detected shape and the snapshot.
Note that we can also track the rotation of circular shapes,
as a circle is partly occluded by the finger during interaction
resulting in a perceived shape that has a “hole” in the location
of the finger, which allows the tracking of the rotation.

Evaluation of Shape Tracking
To evaluate the shape tracking accuracy, we recorded several
sequences when moving a squared shape at different speeds
also including rotations. For 1,529 frames, we manually an-
notated the positions of the four corners of the square and
compare them to the estimate calculated by our tracking al-
gorithm. We calculated the average displacement of a corner
point. The mean error over all the frames was 6 pixels (0.4 cm),
which is accurate enough for our purpose.

USER STUDY
To evaluate the entire process of creating a TUI with our pro-
totype, we invited six new participants to a second study (two
females, 18 to 28 years old). As we planned to let the partic-
ipants build a complete application from scratch, including
the connection to and implementation of the Node-RED flow,
we only invited computer science students with programming
knowledge. We asked them to implement interfaces and the
Node-RED flows for the three following applications:

1. Driving a little toy rover as shown in Figure 1c, which can
drive forwards, backwards, and rotate to the left and right.

2. Creating a music playback control based on an MPD5 wrap-
per we provided. The interface should control volume, play
and pause, and switching to the next or previous song.

3. Creating an interface for controlling a slide show. In order
to do so, we provided a wrapper in Node-RED to access the
xdotool6, which allows to emulate keyboard presses. The
interface should allow to start and stop a slide show, as well
as to move to the next and previous slides.

The order of implementing each of these applications was
different for each participant. Three days before the study,
we gave the participants basic information on the required
components and asked them to get familiar with MPD and
xdotool. During the study, we provided the participants
with an overview of the available touchets besides the task
descriptions. We set no time limit and let the participants try
any interface they wanted. After the study, we asked them
several questions concerning our prototype and let them fill in
a User Experience Questionnaire (UEQ) [23]7 score sheet in
order to obtain a standardized measure of the user experience.
The UEQ includes 26 items on a seven-point score ranging
from -3 to 3. The output of the UEQ analysis are scores
in the following six dimensions: attractiveness, perspicuity,
efficiency, dependability, stimulation, and novelty.
5https://www.musicpd.org/
6https://www.semicomplete.com/projects/xdotool/
7http://www.ueq-online.org/

https://www.musicpd.org/
https://www.semicomplete.com/projects/xdotool/
http://www.ueq-online.org/
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Figure 7. The average results of the UEQ.

All participants successfully completed the tasks. On average,
a participant spent 2 hours and 18 minutes on all three tasks.
Note that this includes all necessary parts, i.e., the design
of the paper interface and the assignment of the touchets, as
well as the Node-RED implementation. As participants spent
most of the time on the Node-RED implementation, this latter
part could also be pre-implemented for certain real-world
applications, speeding up the use of our method significantly,
e.g. for most of our tasks from a magnitude of half an hour
to an hour down to a few minutes. As we let participants
try out interfaces as they wished, they did not optimize for
time. One participant enjoyed using the system and optimizing
his interface so much, that he stayed for five hours. On the
other hand, another participant created an entire interface in
11 minutes. Furthermore, the average task time significantly
decreased from 70 minutes for the first task to 32 minutes for
the second.

The resulting scores for the six dimensions of the UEQ are
shown in Figure 7. For all dimensions, the scores are posi-
tive, indicating that participants generally enjoyed using our
prototype. Most noticeable are the scores for perspicuity, stim-
ulation, and novelty, which imply what it was easy to learn
and to understand, that the participants were motivated and
excited to use the approach, and that they believed it to be
a creative new method for designing interfaces. The worst
characteristic is efficiency, because our prototype cannot track
fast movements of the finger due to significant motion blur
in the depth stream, i.e., sometimes participants had to repeat
their interactions. Moreover, several participants mentioned
the relatively long time it takes to configure the necessary
Node-RED flows, especially for inexperienced users. This
most likely also influenced the attractiveness score. However,
the Node-RED part is only used to forward the interaction
events and could be replaced by a different mechanism, or the
flows could be pre-implemented for common devices to be
controlled.

As part of a survey that followed the study, participants con-
firmed that our method was easy to understand and that most
of them enjoyed using the prototype, especially to try out dif-
ferent interfaces. They also suggested different scenarios in
which the Tailored Controls could be used, such as for rapid
prototyping, for interfaces in changing environments, or for
controlling home devices.

DISCUSSION
Our technical evaluation and the results from the presented
user study show that we created a functioning prototype
with appropriate performance (e.g., regarding shape detec-
tion) which was positively received by participants. This is
in spite of the fact that our prototype has several limitations,
which are discussed below.

Despite these limitations, we were able to show that our sug-
gested touchet taxonomy that we derived from the results of
our elicitation study can indeed be used for the implementation
of personalized TUIs. With our approach, we significantly
progress beyond the state of the art compared to other current
systems that enable dynamic TUIs: in addition to not requiring
fiducial markers, our system enables more natural interactions
due to the explicit finger tracking functionality, and it provides
users with a wide range of interaction abstractions to select
from when creating TUIs.

We built our prototype with the intention to demonstrate the
feasibility of our approach and evaluate it in the user study.
However, we believe there are a multitude of different applica-
tion scenarios where a system such as ours could prove useful
as already mentioned in the introduction.

First, our approach can be used for the rapid prototyping of
functional TUIs – paper prototyping is a common technique
for interface design, however, such interfaces are usually not
functional and the effects of using them have to be imagined
by prototypers. With our system, it is possible to immediately
test and experience functional interfaces, which we believe
would spur creativity. This is backed by our user study, where
participants were very motivated to try out different inter-
action elements, in particular because our system does not
restrict users to employ predefined generic paper shapes. Con-
sequently, Tailored Controls can bridge the gap between the
“ideation” and “implementation” stages in the design thinking
process [4], enabling the designer to be more creative and
faster by providing direct feedback about what a functionally
implemented interface reacts like.

Second, our system can be used in the context of dynamically
changing workspaces, e.g., to provide ad-hoc interfaces to
devices that are used only infrequently – we imagine this to
be of use especially in crowded workspaces (e.g., in industrial
workshops), where it allows users to carry interfaces with
them and deploy them tactically, rather than attaching TUIs to
the machines they intend to control. To this end, we want to
emphasize that the presented system and our prototype is not
limited to paper alone, but can be used with other (sufficiently
flat) materials.

Third, our approach enables a very high degree of personal-
ization in terms of the TUIs that can be created by users. It
thus enables individualized user interfaces, for instance in the
context of accessibility constraints: with our approach, it is
possible to create interfaces that are optimally suited for indi-
vidual disabled persons, given their specific type of disability
and context constraints.



Limitations and Future Work
Our approach has several limitations, both from a theoretical
and a practical perspective, which we intend to approach in
the future. Our current implementation of the finger tracking
algorithm only allows the use of a single finger for manipu-
lations and there is no multi-touch support. Furthermore, it
is difficult to track very fast movements of the fingertip, as
fast movements create sequences of blurry images in the depth
stream. Finally, the interaction space is currently limited to a
relatively small flat area. We envision that these problems can
be solved in the future by better hand pose estimation algo-
rithms on the one hand and by improved hardware on the other.
Our approach could directly be adapted to such improvements.
A further issue is that our system requires an RGBD camera
to be available to monitor the scene, i.e. the approach is most
applicable for fixed workspaces. With future improvements,
we however expect the area which may be covered to grow.

On a philosophical level, the use of flat paper shapes may no
be considered tangible in a strict sense. However, we view
tangibility as the physical, material presence in the elements
used, i.e. that they can be touched, moved, or reconfigured
without interacting with a digital proxy device that displays the
user interface. We believe already this property of the paper
shapes is beneficial for the interaction process, as it enables
the interactions to take place in the real world, a space the user
is naturally accustomed to. In terms of taking advantage of
the full properties of paper, one could experiment with other
forms paper interfaces may take, such as folding or crushing
the paper, which would further enhance the tangible experi-
ence. Nevertheless, none of our participants in the elicitation
produced any of these interfaces, neither did anyone mention
that this could be a possibility, and we did not restrict them
only to cut out paper shapes. Furthermore, one could include
different types of paper or materials, such as fabric, which
is an interesting aspect of future work. We partly already in-
cluded this in the study by providing differently colored paper,
however, this property was rarely incorporated in the inter-
face designs by the participants. Further, we do believe our
approach could naturally be used with other (flat) materials as
well, such as fabric or even play dough, which would enable
an even easier reconfiguration of interfaces. This could also
solve practical environmental issues paper shapes might have,
for example they are easily blown away by wind or a draft.

CONCLUSION
We presented the Tailored Controls approach that enables the
simple creation of personalized TUIs that are made from plain
paper but can be connected to virtually any application. In a
first user study with 20 participants, we found 25 interaction
abstractions implicitly employed by the participants. We built
a functional prototype and implemented 13 of the most com-
mon of these abstractions. Our system tracks a user’s fingertip
as well as the paper shapes and is thereby able to detect in-
teraction events, including tapping, rotating, swiping, sliding,
and many more. Our prototype allows the simple creation
of user interfaces for diverse applications, as we proved in
a second user study, and demonstrates the feasibility of our
initial concept. By using a set of abstractions that covers a
wide range of potential interaction elements, we are able to

give users the freedom to create the paper shapes they want
and afterwards add corresponding functionality themselves,
instead of having to choose from a predefined set of generic
elements. The only hardware required is an RGBD camera
that is mounted above the interaction surface.

Tailored Controls demonstrates the feasibility of inexpensive
reconfigurable TUIs, and one main contribution is to enable
further research in the direction of customizable personalized
TUIs. Immediate applications of our approach include the
rapid prototyping of functional TUIs, the creation of tacti-
cal interfaces for sporadic interactions, and the generation of
individualized TUIs that are optimal for concrete individual
contexts, for instance for the benefit of disabled persons. In
addition, triggered by the expected proliferation of RGBD
cameras, we expect our approach to enable novel interaction
methods in domestic and public environments, as well as in
mobile scenarios.
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