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Abstract

We propose a novel data integrity protection scheme, which relies on
multiple, intervoven authentication chains instead of data origin authenti-
cation. We show that the scheme allows for secure node-to-node commu-
nication at very low implementation cost, under a certain attacker model,
without reliance on a base station.

1 Introduction

In a wireless sensor network (WSN), a large number of small, resource-restricted
nodes cooperate to achieve a monitoring task. A common application scenario
for WSNs is the tracking of moving objects through a geographical area where a
sensor network is deployed. Individual sensor findings are aggregated and fused,
possibly in a distributed manner, to infer higher-level information about the en-
vironment of the sensor network. Algorithms for WSNs should be designed such
that a certain amount of failed nodes can be tolerated without compromising
the reliablility of results. However, this is not sufficient if a WSN is under at-
tack from an adversary that tries to induce false data into the network, since
compromised nodes, in contrast to failed nodes, cannot always be identified.

If a sensor node is taken over (and left intact) by the attacker, the attacker
can induce arbitrary messages into the network originating from this node (e.g.,
by manipulating its sensoric input). There is no way of hindering the attacker
from doing so. However, an effective security scheme must detain the attacker
from inducing messages that look as if they were originating from another node
(or, equivalently, changing the contents of such messages). This is conventionally
achieved by authenticating individual messages with a key only known to the
sender and the recipient of the message.

Instead of overtaking existing nodes, the attacker can deploy his own sen-
sors and try to fool the network into accepting messages from them. This can
be prevented if truthful nodes are required to hold a certificate or a shared
key to authenticate themselves to other nodes. Additionally, deployed sensor
nodes must be sufficiently protected against (physical) tampering to prevent the
extraction of key material.
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In this paper, we present a scheme that complements existing key distribu-
tion schemes for WSNs and protects the communication within a WSN against
an attacker who tries to manipulate messages in the network. The scheme relies
on symmetric cryptography, taking the restrictions of sensor nodes into account.
It abstains from using public-key cryptography or a complete infrastructure of
mutually shared symmetric keys, and does not require a base station. Never-
theless, it allows for reliable communication among any pair of nodes. We call
the scheme Canvas.

1.1 Related Work

The use use of multiple transmission paths for increasing the reliability of com-
munications is a well-known concept [3, 8, 5]. We are not aware of any work
that has considered the concept of interwoven authentication paths, using a sin-
gle data transmission path, though. As our early results indicate (see Sect. 4),
interweaving can raise the demands on an attacker.

A similar idea as used in Canvas has been investigated in [2] for the protec-
tion of results that a roaming agent has gathered visiting several hosts. Before
an agent leaves a host, the predecessing host is required to co-sign the agent’s
new result list. This prevents the host from deleting intermediary results in
the result chain (and thereby giving its own result higher priority). In this ap-
proach, the number of co-signing hosts can be increased for protection against
more colluding attackers. This is in contrast to Canvas, where nodes farther
away from each other protect against more compromised nodes.

The µTESLA protocol [9] for sensor networks achieves authentication for
sensor nodes communicating with a base station, based on symmetric cryptog-
raphy and self-authenticating key chains. The main difference to our approach
is the fact that all communication must pass through the base station. However,
one also gets origin authentication for messages, not only data integrity.

2 Data Integrity in Sensor Networks

In a sensor network, a vast number of objects with identical physical appearance
and identical behaviour is deployed. In most sensor network applications, a
monitored phenomenon is determined upon the basis of a collection of various
sensor findings. The sensors are cooperating in performing a computation, or
they are sending their findings to a base station, where the data is evaluated.
In this process, it is not of great importance from which sensor instance the
data are originially. Other factors are more important, such as geographical
position. (The geographical “identity” of a sensor could be assured as described
in [6, 10].)

It is, however, also important to preserve accuracy and integrity of the sen-
sor findings. Whereas accuracy is guaranteed through carefully engineering the
sensor hardware and software, integrity is conventionally achieved through data
origin authentication. Data origin authentication requires that each data source
have an identity on which the authentication is based. A prerequisite for data
origin authentication is the availability of either public-key cryptography or mu-
tually shared symmetric keys. Both approaches have their limitations in sensor
networks. Public-key cryptography is often considered too computationally in-
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tensive for small sensor nodes. With symmetric keys, if communication between
any two nodes must be possible, each node would have to store O(n) keys, which
soon exceeds the storage capacity of sensor nodes. An alternative approach is
presented in [4]. In this approach, randomly pre-distributed key sets are used
to establish mutually shared keys for node pairs. Our approach complements
this work by making use of these keys for local secure communication amongst
neighbouring nodes.

Another problem with data orign authentication arises when the receiver of
a message is not known in advance, or when there are many receivers. This
problem is especially prevalent in content-based data distribution.

These problems are addressed by the Canvas scheme. It provides data in-
tegrity without using end-to-end security features. Only local authentication of
messages is used. This heavily reduces the requirements on sensor nodes, which
have to store only a very small number of keys.

3 The Canvas Scheme

The Canvas Scheme consists of three phases. The task of the first phase is key
pre-distribution. It is carried out before the sensor network is deployed. At the
end of this phase, an arbitrarily chosen pair of nodes is (with high probability)
able to establish a secret shared key (a suitable approach is described in [11]).

The second phase follows immediately after deployment, when the distribu-
tion of the sensor nodes has been fixed. (We do not consider mobile nodes in
this paper.) Each node establishes a separate secret shared key with each of its
immediate (1-hop) and indirect (2-hop) neighbours. We assume that only such
nodes can participate in this process, which also participated in the first phase.
This prevents an attacker from joining the network with his own nodes.

Figure 1: A path between two communication endpoints. The solid lines repre-
sent physical links. The dashed lines indicate additional shared keys

After the second phase, there exists at least one path between any two nodes
in the network (if the network is connected) with the characteristics shown in
Fig 1. Apparently, an attacker can manipulate messages on such a path if he
controls two adjacent nodes. Single nodes under the attacker’s control are not
capable of disrupting the communication path.

The third and last phase is the operational phase of the sensor network.
Nodes exchange messages with remote peers by “authenticating” them with
their neighbour keys along the transmission path. This will be explained in
detail below. Note that we assume a suitable routing scheme.

3.1 Key Pre-Distribution

Before deployment, each sensor is given a piece of data that allows it later to
establish a shared key with each other node. In a simple application scenario,
this could be a global key, shared amongst all nodes. Since this key is used only
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in the following key establishment phase (and deleted afterwards), this may be
a feasible approach in some application scenarios.

If the nodes are in principle capable of performing public-key cryptographic
operations, a solution is to give each sensor node a private key and a certified
public key that is only used in the subsequent key agreement phase. The Can-
vas scheme can help to avoid further costly public-key operations during the
operational phase.

Another viable approach is probabilistic key agreement as described in [11].
From a large key set, each node is given a small subset. The choice of the subset
is determined by a pseudo-randomly generated index set, based on a unique node
identifier. This guarantees, with high probability, both that no pair of nodes
holds the same set of keys, but also that any two nodes have a certain minimum
number of keys in common (and this set of shared keys is unique to that pair).

3.2 Pairwise Key Agreement

Pairwise key agreement depends on the key pre-distribution phase. If a globally
shared key is being used, pairwise key agreement is very simple, but not very se-
cure. With this approach, the assumption is necessary that the second phase is
being carried out while the network can be considered protected from any influ-
ence of the attacker. It must be ensured that the globally shared key is removed
from all nodes before the second phase ends. Otherwise, an attacker could ex-
tract the global key from a compromised node. He could then reconstruct the
local keys from the recorded traffic of the second phase.

With public/private key pairs, it is possible at any time for any two nodes to
establish a secret key [7]. When establishing a key with a 2-hop neighbour, it is
crucial to avoid a man-in-the-middle attack, which would allow an attacker to
pose as two distinct nodes while in fact, there is only one active node (a 1-hop
neighbour).

The probabilistic approach is both flexible and robust. Additional nodes can
be added to the network later (the key agreement phase can overlap the oper-
ational phase). Impersonating a node is only possible if the key set associated
with the impersonated identifier is completely known. This is only feasible if
the attacker manages to compromise a very large number of nodes and collect
their keys. (A comprehensive analysis is omitted here but is subject to future
research.) If knowledge of the impersonated key set is incomplete, probability
is high that a (truthful) peer will refuse to agree on a shared key. Therefore, it
is safe to exchange messages for key agreement with a 2-hop neighbour by using
a 1-hop neighbour as a bridge.

3.3 Communication During Operation

Two nodes in a WSN communicate along at least one path of multiple inter-
mediary nodes, determined by a suitable routing algorithm. We believe that
Canvas is flexible enough to support a large variety of these algorithms. For
now we assume that there are two nodes S1 and Sn, where S1 wants to trans-
mit a message to Sn. We also assume that there is a communication path
〈S1, S2, . . . , S(n−1), Sn〉 (intermediary nodes need not be fully known to neither
S1 nor Sn, also S1 doesn’t have to know about the actual identity of Sn).
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In the following, shared keys will be denoted as Ki,j for a key shared between
nodes Si and Sj . (For simplicity, we assume Ki,j = Kj,i.)

When S1 wants to initiate the transmission of a message m, it selects the
first two nodes of a valid communication path, S2 and S3. It is required that S2

is a 1-hop neighbour and S3 is a 2-hop neighbour of S1. (This is compatible with
routing schemes that select shortest paths between communicating nodes.) S1

creates two message authentication codes (MAC) for m using the shared keys
K1,2 and K1,3: a1,k = MAC(K1,k, m) for k ∈ {2, 3}.

S1 makes sure that the origin of m is included in the body of m. That is,
the identity of S1 is accessible through the component m.o of m. Note that this
identifier is part of the original message and cannot be changed later.

S1 then transmits the data packet d = 〈m‖a1,2‖S3‖a1,3〉 to S2.
When a node receives a data packet, there are two cases to consider. The

first case is that the data packet was just initiated by the original sender. The
other case is the more general case where an inner node on the path has to
forward the message towards its destination.

The next step in our example is that S2 receives the data packet d =
〈m‖a1,2‖S3‖a1,3〉 from S1. S2 checks whether m.o = S1, i.e. if S1 is the original
source of the message. If this is the case, S2 verifies that a1,2 = MAC(K1,2, m).
The latter step is a protection against the injection of forged messages on the
link between S1 and S2. If successful, S2 accepts the message m.

If S2 accepts m and decides to forward it, S2 constructs new MACs a2,k =
MAC(K2,k, m) for k ∈ {3, 4}. It then sends a new data packet d′ to S3:

d′ = 〈m‖S1‖a1,3‖a2,3‖S4‖a2,4〉 .

The following steps are performed by all consecutive, forwarding nodes. As-
sume that Sl receives a data packet in the general format

d = 〈m‖Sp‖ap,l‖aq,l‖Sr‖aq,r〉 .

Sl accepts m if the following two conditions are fulfilled by the contents of the
data packet:

• Sp is a 2-hop neighbour of Sl and ap,l = MAC(Kp,l, m)

• Sq is a 1-hop neighbour of Sl and aq,l = MAC(Kq,l, m)

If Sl accepts the message, it continues forwarding it in the same manner.
Note that part of the contents, aq,r, is opaque to Sl. Sl cannot verify if this

MAC is correct and is not required to do so. Sl will simply forward the MAC
to the next node.

Note also that a node cannot decide on the next node on the path by itself.
This decision has been made already by the previous node. Rather, it decides
on the second-next node. We assume that this incurs only a slight overhead on
the routing layer. (But this point needs further investigation.)

Forwarding stops when the message has reached its final destination. The
final destination is not always determined by the original sender, especially in
content-based routing schemes. Note that constructing a broadcasting scheme
out of the basic scheme is possible.
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3.4 An Extension

A possible extension to the presented scheme is the addition of extra pairwise
shared keys. This can be used to strengthen the resilience of the network against
compromised nodes, which will be discussed in the following section.

Assume that a node A learns about other, remote nodes in the network (a set
of node identifiers could also be chosen randomly and given to the node before
deployment). A could initiate a key agreement protocol with any one of them
(let’s call the node B) and establish a shared key. Assuming source routing
(the source completely determines the path a message will travel; this could be
useful for persistent communication patterns), A includes a MAC(KA,B, m) for
a message m that travels a path that includes B. B will later accept m only if
a valid MAC is included in the data packet.

We observe that if A is the original source of a message m and B the intended
final destination, we obtain end-to-end security between these nodes.

4 Analysis

4.1 Reliability

It has been shown by Dolev et al. [3] that in the face of an adversary controlling
t wires between a sender and a receiver, there must be (2t + 1) wires avaialable
to guarantee correct message delivery. In [1] it has been shown that costly
communication paths can be substituted by cheaper authentication paths, while
the reliability of a transmission is maintained. According to these results, the 4-
connected network shown in Fig. 2 can tolerate a maximum of one compromised
node. However, due to the special structure of the authentication path, two
compromised nodes can be tolerated if they are not adjacent. Generally, an
attacker must control two nodes to disrupt one path.

A

F E

D

CB

Figure 2: A simple sensor network with Canvas-style authentication paths

As an example, consider A sending a message to D. There are two paths the
message travels: 〈A, B, C, D〉 and 〈A, F, E, D〉. If the attacker controls one of
the intermediary nodes {B, C, E, F}, he cannot manipulate the message. If he
controls two non-adjacent nodes, such as B and F , he still cannot manipulate
the message. For carrying out a successful attack, he needs to control one of
the pairs {(B, C), (E, F )}.

Due to this observation, we can expect that an attacker needs to compromise
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more nodes if the Canvas scheme is used than for the case where only linear
authentication paths are available (as they were considered in [1]).

5 Simulations

We are testing the effectiveness of our approach by simulating random networks.
The networks consist of 250 nodes, uniformly distributed on a rectangular plane
(1000 m side-length), with a communication range of 100 m. We assume a
routing scheme that uses exactly one (shortest) path between a pair of nodes.
We say that a path is lost if it has a compromised node as an endpoint. (We
disregard such paths, since any authentication scheme becomes ineffective on
such paths.)
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Figure 3: Canvas compared to a basic trust-chain approach

We are first comparing the Canvas scheme against a basic communication
scheme, where only local links are authenticated and thus a path can be dis-
rupted by a single malicious node (this is comparable to a trust chain). To assess
the reliability of the network as a whole, we count the number of undisrupted
paths, while an attack is going on. The attack is carried out by randomly pick-
ing single nodes and compromising them. In the basic scheme, this disruptes
all paths that contain that node. Using the Canvas scheme, a path becomes
inactive only if two adjacent nodes are compromised. As Fig. 3 shows, Canvas
helps to extend the lifetime of a network under attack. With the basic scheme,
22 compromised nodes are sufficient to disrupt approximately half the commu-
nication paths. Using Canvas, these 22 nodes have almost no effect; instead,
76 compromised nodes are necessary to disrupt half the paths. Although these
numbers depend heavily on the choice of the compromised nodes, they show the
potential of Canvas.

6 Conclusion and Future Work

The Canvas scheme achieves data integrity at very low cost for sensor node
communication. It relies on symmetric cryptographic operations and a low
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number of keys that have to be stored; it is therefore well-suited for resource-
constrained sensor networks. We hope that it has become clear that in a large
distributed system, such as a WSN, end-to-end security is not always necessary,
and data integrity can be achieved with less effort.

The potential of Canvas is about to be explored more deeply, including:

• The use of multiple Canvas paths for the detection of attacks and for
increasing the reliability of transmissions

• The transmission of confidential data over Canvas paths

• The exact cost of implementation for individual sensor nodes, including
the power requirements compared to other approaches

• The relation and interaction of Canvas with routing protocols

• Applications of Canvas in other areas than sensor networks, such as ubiq-
uitous computing environments

A more intelligent attacker than the random one considered in Sect. 5 will
always try to attack the weakest areas of a network, e.g. to achieve a partitioning
of the network. Therefore, we will also investigate how especially threatened
nodes can be protected by adapting Canvas.
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